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Chapter 1 

Introduction 

In the 1990s, there has been a broad revival of interest in economic geo-
graphy, the location of economic activity in space. According to Econlit , 
the share of articles with JEL classification code R covering "urban, rural, 
and regional economics" in four top economics journals1 has risen consider-
ably over the past decade, almost doubling from an average of about 1.6% 
in the period from 1986 to 1988 to 2.9% ten years later. Also in the policy 
context, issues in urban economics have attracted greater attention. The 
World Bank, for instance, has recently devoted two complete chapters of its 
World  Development  Report 1999/2000  to cities. 

One of the most notable features of this "new economic geography" is a 
close association between theoretical and empirical work. In contrast to ear-
lier research, theoretical studies appear to be far more strongly focused on 
real-world phenomena. Recent examples include the role of natural advan-
tages in the making of major cities (e.g., Fujita and Mori [1996]), the po-
tential impact of trade liberalization on peripheral regions (e.g., Krugman 
and Venables [1990]), and the evolution of hierarchical urban systems (e.g., 
Fujita, Krugman and Mori [1999]). Moreover, new modeling techniques 
also allow to address complex issues in greater detail. 

At the same time, empirical work is often much more closely tied to 
theoretical models. Instead of purely detecting possible stylized facts, con-
siderable efforts  have been made to test for the relevance of theoretical 
results. Donald Davis and David Weinstein (1996, 1999), for instance, have 
analyzed in a series of papers the empirical importance of the home market 
effect,  as suggested by Krugman (1980). Another example is Gordon 
Hanson (1998) who provides an interesting attempt to estimate a market 
potential function, implied by new geography models. 

A major shortcoming of recent empirical work in urban economics is, 
however, the startling concentration on basically only two estimation strate-
gies. Probably driven by the limited availability of data, most of the ana-
lyses are either cross-country studies which usually seek to explore a data 

1 The examined journals are the American  Economic  Review , the Quarterly  Jour-
nal of  Economics , the Journal  of  Political  Economy , and the Review  of  Economics 
and Statistics. 
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16 Chap. 1: Introduction 

set as rich as possible or the studies examine single country data and then 
often focus on U.S. experiences. 

This thesis aims to provide a new - European - perspective. The basic 
idea is that a focus on European cities, apart from being interesting for 
itself, allows to combine the advantages of both previous approaches. In 
particular, there is considerable cross-country variation while, in addition, 
also reliable historical data is available. Therefore,  it is one of the contribu-
tions of this thesis to compile a new data set of European cities which 
covers 13 countries and ranges from 1870 to 1990. 

This data set is then applied to explore several hypotheses which have 
been recently proposed in the literature. In fact, as the field of urban eco-
nomics is emergent and dynamic, there are a number of interesting and 
innovative suggestions which virtually cry out for further  examination. On 
the theoretical side, it is often necessary to sort through which of the intri-
guing possibilities indicated by economic models are truly relevant or need 
to be elaborated further.  On the empirical side, evidence is often only infor-
mative or not convincingly robust and therefore  has to be investigated in 
far more detail, examining different  contexts and applying alternative 
econometric methods. Inspired by the spirit of the new economic geogra-
phy then and thus closely connecting theoretical and empirical aspects, 
three sets of issues are discussed in this thesis: the growth pattern of cities 
and their implications for Zipfs law, the relationship between trade open-
ness and urban concentration, and the role of history for city growth. 

Chapter 2 begins with an analysis of Z ipfs law, the striking empirical 
regularity that the number of cities with a population larger than S tends to 
be proportional to 1/S.  Surprisingly, there is still no convincing explanation 
for this astonishingly stable pattern in the size distribution of cities, even 
though the empirical regularity is known for at least 80 years now. The 
best available answer then is a model of random growth of cities - an idea 
which has been recently formalized by Xavier Gabaix (1999) who shows 
that a scale-invariant growth process produces a final distribution that fol-
lows a power law. The analysis in chapter 2, however, raises some doubts 
whether there is really random growth across cities. The results rather sug-
gest that there is  an empirical relationship between city size and subsequent 
growth, but with a changing sign over time. Nonetheless, Zipfs law seems 
to hold for the European countries in the sample with reasonable precision. 

Chapters 3 and 4 explore another interesting recent hypothesis which can 
be appropriately analyzed with the data at hand. In a provocative paper, 
Krugman and Livas Elizondo (1996) have suggested that protectionist trade 
policies are a major cause of large central cities. Based on anecdotal evi-
dence from Mexico, they develop a simple theoretical model in which ex-
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ternal trade liberalization promotes spatial deconcentration. As the model is 
basically solved through simulations, however, chapter 3 provides a de-
tailed sensitivity analysis and allows for several extensions, showing that 
the theoretical results are not robust. Specifically, it is shown that, for a 
particular range of plausible parameter values, trade does not affect  urban 
concentration. 

Chapter 4 then turns to the empirical analysis. Looking at a long time 
series from 1870 to 1990, the results are not convincing. While there is 
indeed a negative association between openness and the size of a country's 
largest city in the last few decades, confirming earlier findings for this time 
period (e.g., Ades and Glaeser [1995]), the results become insignificant for 
earlier years and alternative measures of urban concentration. Thus, the em-
pirical evidence for an association between external trade and internal geo-
graphy turns out to be shaky, at best. 

Chapter 5, finally, examines the impact of history on city growth. Here, 
it is argued that the dissolution of the Austro-Hungarian Empire in 1918 
provides a natural experiment to analyze the existence of path dependence. 
Specifically, i f history matters, one would expect that the dramatic reduc-
tion in the country's population and territory has no measurable effect  on 
the subsequent development of the largest city, Vienna. The Austrian ex-
perience, then, is in favor of lock-in effects.  While Vienna's urban domi-
nance declines relative to other European capitals in the sample immedi-
ately after the break-up, this effect  quickly runs out. Despite its overdimen-
sion, Vienna's primacy even starts to increase  again a half century after the 
dissolution of the Habsburg Empire, indicating that there is a strong pattern 
of path dependence in city growth. 

In conclusion, the three examples in this thesis nicely illustrate the vari-
ety of interesting challenges for empirical work in urban economics and the 
extent to which a new data set can be used to address these seemingly dis-
parate issues. The European experience then provides a rich laboratory of 
real-world data which still waits to be explored. 

2 Nilsch 
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Chapter 2 

Some Empirics on ZipPs Law for Cities 

2.1 Introduction 

One of the most striking empirical regularities in urban economics, i f not 
in economics or the social sciences in general, is the rank-size rule which 
states that the (log of the) population of a city tends to be inversely propor-
tional to (the log of) its rank in a country's urban system. That is, i f one 
sorts the cities within a country by population, it turns out that the number 
2 city has about one-half of the population of the largest city, the number 3 
city about one-third that population, and so on. More generally, the number 
of cities whose population exceeds some size S is approximately propor-
tional to 1/S  or, mathematically, Prob(Size  > S) = bS~a, with a ^ 1. Thus, 
the size distribution of cities appears to follow a power law with exponent 
1, which is also often referred  to as the rank-size rule or Z ipfs law.1 

The finding of a log-linear relationship between the rank and the popula-
tion size of a city (quite apart from the slope of -1) is surprising already 
for itself since there is nothing in the data causing them to generate this 
pattern automatically. However, Zipfs law is particularly striking with two 
respects. On the one hand, the empirical fact appears to be extremely 
robust. Dobkins and Ioannides (1999), for example, show that the rank-size 
rule is valid for more than a century of U.S. data. Also in a broad cross-
section of countries, the power law seems to describe the size distribution 
of cities fairly well. Examining a sample of 44 countries, Rosen and Res-
nick (1980) estimate a mean exponent of 1.136.2 Given that empirical re-
sults in economics are often fragile or subject to qualifications, this almost 

1 The law is named after George Zipf (1949), who collected a number of empiri-
cal regularities in the social sciences. However, the observation of a rank-size rela-
tionship in national city-size distributions dates at least back to Auerbach (1913). 

2 Therefore,  outside the U.S., the exponent tends to be somewhat larger than the 
value of 1 implied by the rank-size rule, indicating that the populations in most 
countries are more evenly distributed. Rosen and Resnick (1980), however, also 
show that the estimated exponent is quite sensitive to the definition of the city. 
When applying data for metropolitan areas instead of city data (for a small subsam-
ple for which both data were available), they find that the estimated exponent gets 
closer to 1. 
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2.1 Introduction 19 

universal applicability of the rank-size rule is astonishing or, as Paul Krug-
man (1996b, p. 40) puts it, "spooky". 

On the other hand, the regularity is apparently hard to explain. In fact, 
although the existence of a power law in national city size distributions is a 
stylized fact for more than 80 years now, economic models of urban sys-
tems have largely ignored this issue or, more precisely, are unable to repro-
duce this result. The most promising approaches to explain Z ip f s law for 
cities, then, refrain  from economic analysis and model the emergence of a 
power law distribution as the result of random growth processes. An early 
example for this line of research is Simon (1955), and also Xavier Gabaix's 
(1999) recent explanation is based on a stochastic growth model. 

These explanations, however, begin to shift the focus back to the empiri-
cal side again. In fact, even though the good fit of Z ip f s law seems to be 
an established fact now, an (arguably even growing) number of issues has 
to be investigated empirically. A first  set of questions, for example, refers 
to the proposed theoretical explanations. Do cities really grow randomly 
across a certain range of city sizes so that there is no observable difference 
in the growth rate between large, medium and small cities? Furthermore, 
focusing on Gabaix's (1999) approach, is also the variance of the growth 
rate independent of city size? 

A second set of questions arises from the almost universal validity of the 
rank-size rule. I f Zipf's law holds for countries with very different  eco-
nomic structures and histories, what explains deviations from an exponent 
of 1? Apart from the above mentioned measurement problems, the standard 
explanation seems to be the existence of large central cities, with their size 
possibly distorted by special factors. But, does the exclusion of a country's 
largest city improve the empirical fit of the rank-size rule? Another possi-
ble candidate is that the cut-off  point of cities used in the sample is too 
large and that the gradual inclusion of smaller cities would decrease the 
Zipf parameter (see Gabaix [1999, pp. 756-758]). But, do smaller cities 
really have a lower Zipf exponent? 

This chapter deals with some of these issues, exploring data from 11 
European countries. To preview the main results, national city size distribu-
tions in the sample generally follow Zipf's law with reasonable precision. 
However, there is basically no evidence for some of the proposed explana-
tions for empirical deviations from an exponent of 1. Also the evidence for 
both random growth and equal variances across city sizes is not convinc-
ing. In sum, there is considerable variation in national experiences. 

The chapter is in six parts. To provide some motivation for the empirical 
analysis, section 2 starts with a short presentation of some theoretical at-
tempts to explain the rank-size rule using models of random growth. Sec-

2* 
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20 Chap. 2: Some Empirics on Z ipfs Law for Cities 

tion 3 then explores the rank-size relationship for a number of European 
countries, covering a time span of more than 100 years. Section 4 examines 
the distribution dynamics in the national urban systems in more detail. Sec-
tion 5 argues that the break-up of the Austro-Hungarian Empire in 1918 
provides some sort of a "natural experiment" to analyze a city size distri-
bution which can be assumed to converge to its new steady state, and sec-
tion 6 concludes. 

2.2 Theoretical Explanations 

Given the striking empirical robustness of Zipfs law for cities, it is not 
surprising that there have been a number of attempts to explain this regular-
ity. Basically, two lines of research can be distinguished. On the one hand, 
there is some work which seeks to provide an economic rationale for this 
pattern. The basic aim is to build a model which generates a city size dis-
tribution that obeys Zipfs law.3 However, while it may be possible to 
show that an urban hierarchy model produces a Zipf distribution for certain 
specific parameter assumptions, the main difficulty  of these attempts is that 
they do not explain the actual key feature of the rank-size rule: the robust-
ness for a wide range of countries and time periods and, in effect,  eco-
nomic conditions. 

The probably more promising approach is therefore  to derive Zipfs law 
as the result of random growth processes. Fascinated by innovations in 
other fields of sciences, especially Paul Krugman (1996b, 1996c) has pro-
moted this line of research which partly borrows from physics. The basic 
underlying idea is that there is scale invariance in the growth rates of cities. 
Because cities display on average the same pattern of growth at all scales, 
size would be more or less irrelevant. I f this assumption is correct, how-
ever, then it is possible to show that the resulting distribution of cities is 
also scale-invariant and can be described by a power law. 

Consider, for example, the thought experiment by Herbert Simon (1955).4 

Suppose that a country's urban population grows over time and that new 
migrants locate at a previously unpopulated place (i.e., form a new small 
city) with some probability π and go to an existing city with probability 
1 - π, with the probability that they choose to locate in any particular city 
proportional to its population. After some algebra, it can be shown that the 
resulting size distribution of cities indeed follows a power law, with expo-

3 Actually, this work is rather rare. Instead of forceful  attempts to model Z ip fs 
law as the outcome of economic interactions, theoretical work in urban economics 
has largely neglected Zipfs law and, thus, often yields unrealistic results. 

4 See also Krugman (1996b) and Fujita, Krugman and Venables (1999) for de-
tailed expositions of Simon's (1955) model. 
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2.3 Evidence on Z ip f s Law in Europe 21 

nent 1/(1 - π). However, while Simon's model represents a remarkable 
break-through, it is not the whole story. In fact, there are at least two prob-
lems, both related to the empirical finding of a Zipf exponent of 1. First, at 
π = 0 (which is needed to get an exponent of 1), there is a degeneracy 
problem. As Krugman (1996b, pp. 96-97) shows, a value of π close to 0 
implies that it requires a very large (at the limit infinitely) increase in popu-
lation to produce a smooth power law distribution. Second, Gabaix (1999) 
notes that a Zipf exponent of 1 requires in Simon's model that the growth 
rate of the number of cities is equal to the growth rate of the population of 
existing cities and argues that this is a highly unrealistic and actually coun-
terfactual proposition. 

In view of these difficulties,  there have been some other attempts to use 
a stochastic growth model to explain Z ip f s law. An interesting recent con-
tribution is Gabaix (1999). Departing from Gibrat's law which states that a 
growth process is independent of size and additionally assuming that also 
the variance of the growth rate is uncorrected with size, he demonstrates 
that the limit distribution wil l converge to Z i p f s law. The basic idea can 
be illustrated as follows. Let S' (/ = 1 . . . N) denote the normalized size of 
city i  so that ENS' = 1. Assume then that cities grow at some common 
mean rate, but with some idiosyncratic shocks 7'. Hence, the growth pro-
cess can be described by S' t+l = l' t+\S' t, where the 7 / ' + 1 ' s are independently 
and identically distributed random variables. Further, since the average 
normalized size must be constant, E( 7) = 1 and the mean normalized 
growth rate is 0. I f one denotes the tail distribution of city sizes by 
Gt(S) := Pr(S t > S), the equation of motion is Gl+l — E[G,(S/7,+  i)], or in 
steady state G = E[G t(S/ 7)]. Finally, Gabaix proves that a Zipf law distri-
bution of the form  G(S) = a/S  is the only steady-state distribution, which 
satisfies this equation. 

In sum, Gabaix (1999) shows that i f all cities over some range of sizes 
follow a proportional growth process with the same expected growth rate 
and the same standard variation, the limit distribution wi l l converge to 
Zipf's law. The main question then is whether these two assumptions are 
reasonable. Preliminary empirical evidence (e.g., Eaton and Eckstein 
[1997]) is supportive but shaky. Therefore,  in the next sections, I wi l l at-
tempt to verify these propositions. 

2.3 Evidence on Zipf's Law in Europe 

Although there is already a rich empirical literature on Zipf's law, I wi l l 
examine in a first  step the robustness of this regularity for the countries in 
my sample. The aim is threefold. First, before it is possible to examine 
whether conditions for the emergence of Zipf's law are fulfilled,  it is of 
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22 Chap. 2: Some Empirics on Zipf's Law for Cities 

course necessary to make sure that the data itself display a Zipf distribu-
tion. Second, as a perfect fit of Zipf's law for all countries and time peri-
ods in the sample is rather unlikely, I am also able to explore some of the 
proposed explanations for empirical deviations from an exponent of 1. Fi-
nally, an examination of national city size distributions also provides some 
intuition for particular characteristics of the data. 

The sample comprises data from ten European countries: Belgium, Den-
mark, Finland, Italy, the Netherlands, Norway, Portugal, Spain, Sweden, 
and Switzerland.5 The main advantage of this focus on a limited set of 
countries is the availability of fairly reliable historical data. In fact, for sev-
eral countries, the data series on city population reach back to 1870. Given 
mostly moderate changes in city size distributions over time, the analysis 
often proceeds in 20-year-intervals. 

The plan for the remainder of this section is as follows. The next subsec-
tion describes the data sources in detail. Then, the basic results on the valid-
ity of Zipf's law for the countries in the sample are presented, and a conclud-
ing subsection examines empirical deviations from an exponent of 1. 

2.3.1 Data 

Apparently, the most critical issue in analyzing empirical city size distri-
butions is the problem of data selection and data transformation.  In fact, 
previous studies have shown that small variations in the definition of the 
data set can have a large impact on the results. For example, Dobkins and 
Ioannides (1999) and Black and Henderson (1998) both provide estimates 
for the U.S. city size distribution from 1900 to 1990. Their estimated Zipf 
exponents, however, vary considerably both in absolute size and changes 
over time. While Dobkins and Ioannides (1999) report a gradual decline in 
the exponent from 1.04 in 1900 to about 0.95 in 1990, Black and Hender-
son (1998) find a relatively stable parameter value of about 0.85. 

In compiling the data, then, at least three sets of problems can be distin-
guished. First, the city data should refer  to the widest possible definition of 
a metropolitan area. Since workers often reside in surrounding areas, census 
data based on tightly defined city boundaries are likely to capture only a 
fraction of the population of the integrated economic unit. I f this fraction is 
roughly constant across cities and, thus, all cities are affected  alike, this 
problem would only marginally affect  the results. However, as the exist-
ence of suburbs is mainly a phenomenon of large cities, a shift in conven-
tion from proper city limits to metropolitan areas can generally be expected 

5 Section 2.5 additionally explores data from Austria. 
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2.3 Evidence on Z ipfs Law in Europe 23 

to lead to larger differences  across city sizes. Indeed, Rosen and Resnick 
(1980) present a comparison of national size distributions for cities and 
urban agglomerations, using a subsample of six countries for which both 
data were available. As expected, they find that the estimated Zipf para-
meter is consistently lower for metropolitan areas, indicating a more 
uneven distribution of population. 

Second, when analyzing the growth of cities, it is necessary to define 
these entities consistently over time. Otherwise, redefinitions of city bound-
aries wil l lead to discontinuous changes in population which would distort 
the observed growth rates. In a few cases, it is easily possible to overcome 
this difficulty.  Some national statistical offices  do not only report the re-
sults of the latest census but also provide historical population data based 
on time-consistent (usually the most recent) definitions of city limits, di-
rectly allowing a reliable analysis of growth dynamics. An example is the 
decennial publication Wohnbevölkerung  der  Gemeinden  by the Swiss Fed-
eral Statistical Bureau. It is, however, also possible to deal with this prob-
lem when official  data are not directly available. Donald Bogue (1953), for 
example, reconstructs U.S. city and county data from 1900 to 1940 to get 
numbers which are compatible with the 1950 concept of Standard Metro-
politan Statistical Area. 

Third, there has to be some convention to determine when an area actu-
ally enters the sample as a city. Even i f one decides to include all  officially 
named cities in a country at a particular point in time, the choice of cut-off 
is subjective. There wil l be probably some villages (which are not included 
in the sample because of their lack of city status) with a population larger 
than that of the smallest cities (which are, by definition, included in the 
sample). The problem is compounded when deciding - for the purpose of 
practicability - to limit the size of the sample and to consider only the 
upper tail of the distribution. Then, there are basically three ways to define 
a cut-off  point. A first  method is to adhere to the procedure often used by 
statistical offices  which report urban areas with a population above a fixed 
absolute size. The U.S. Bureau of the Census, for example, defines metro-
politan areas as having more than 50,000 inhabitants. The main difficulty 
of this fixed absolute size cut-off  is, however, that the number of observa-
tions is likely to change each year. More specifically, given long-run pro-
cesses of rising total population and growing urbanization, the sample size 
is likely to increase over time which could possibly distort the results. 
Gabaix (1999), for example, argues that Dobkins and Ioannides' (1999) 
finding of a gradual decline in the estimated Zipf exponent for 
U.S. metropolitan areas over a century is simply due to the fact that their 
sample contains more relatively small cities in later decades, with their 
sample size growing from 112 in 1900 to 334 in 1990. 
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24 Chap. 2: Some Empirics on Z ip f Law for Cities 

To avoid this distorting effect,  it might be preferable  to define a relative 
cut-off  point. Black and Henderson (1998), for instance, calculate the ratio 
of the minimum to the mean metropolitan area population in 1990 and then 
apply this ratio as the selection criterion to earlier decades. While this pro-
cedure does not rule out changes in sample size, it allows at least the ana-
lysis of comparable ranges of city sizes over time. 

Finally, it is possible to fix the number of cities included in the sample. 
The main advantage of this approach is that it captures approximately the 
same portion of the overall national city size distribution across countries 
so that it may be particularly useful when comparing the results internation-
ally. In fact, Rosen and Resnick (1980) use this method in their analysis of 
the urban structure in 44 countries. Eaton and Eckstein (1997) even go one 
step further.  Examining the size distribution of cities in France and Japan 
over a period of up to 100 years, they do not only fix the number of obser-
vations in their sample but also use a constant set of cities, arguing that 
there would have been only marginal variations if they had allowed for 
changes in the composition of the sample. Interestingly, Rosen and Resnick 
(1980) also provide a comparison of Zipf estimates for different  sample 
sizes. However, if they depart from their standard selection criterion of 
using a country's 50 largest cities and extend their sample to comprise all 
cities with populations greater than 100,000 inhabitants, they find that both 
the direction and the magnitude of changes in the results vary widely 
across countries. 

In view of this obvious sensitivity of the results to data definitions, it is 
important to describe the construction of the data set in detail and to dis-
cuss explicitly how it is dealt with the problems. Unfortunately,  often the 
lack of appropriate data already severely restricts the opportunities to ad-
dress possible effects  of alternative data definitions. Therefore,  it is also 
necessary to emphasize the limits of the empirical analysis in this chapter. 

I begin, then, with a description of the data sources. The population fig-
ures are mostly taken from national statistical yearbooks. Specifically, the 
data is compiled by hand from historical issues of national yearbooks, with 
one exception. For Portugal, Nunes (1996) already provides a comparable 
compilation of city data so that it was not necessary to consult yearbooks. 
Most notably, the Portuguese population figures also refer  to city bound-
aries at the time of the census.6 

Whenever possible, this information is cross-checked with special statisti-
cal releases on the results of population censuses. In the cases of Italy and 
Spain where yearbooks sometimes provide only population figures for 

6 The references  provide a detailed listing of the data sources. 
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2.3 Evidence on Z ipfs Law in Europe 25 

county capitals, these sources are used to extend the sample to cover the 
full range (and not only a selective set) of large cities in both countries. 
Moreover, as those publications often contain data for earlier decades re-
vised to conform with the latest definitions of city boundaries, it is also 
possible to compare reconstructed figures with initial releases. However, 
only in a very few cases, I find minor differences  between both sources, 
suggesting that the impact of redefinitions of city sizes is rather limited. 
Therefore,  I have decided to stick to the original yearbook data, favoring a 
year-specifically correct analysis over consistency over time. 

As a standard selection criterion, I have included all cities with a popula-
tion of more than 50,000. However, the data set also comprises a number 
of small countries with very few cities above this absolute cut-off  point. In 
those cases, the sample is extended to cover at least the 20 largest cities in 
a country to guarantee a minimum sample size.7 

The most obvious difficulty  arising from these data definitions then is 
the exclusive use of national sources. As the data are not harmonized and, 
thus, are likely to display some country-specific characteristics, they might 
provide a correct snapshot of a country's urban structure at a particular 
point in time, but are probably not fully compatible across countries. There-
fore, the results, especially differences  between countries, should be gener-
ally interpreted with care. There are also a number of other potential data 
problems. As these issues, however, are often closely related to the ques-
tion at hand, they are discussed in the respective subsections. 

2.3.2 Basic Results 

In a first  step, I examine the empirical fit of the rank-size rule for the 
ten European countries in my sample. Figures 2.1a-2.1e present simple 
Zipf plots. Apart from the general observation that the distributions tend to 
shift to the right over time reflecting an increase in mean city sizes, there 
are also considerable differences  across individual countries. Belgium, for 
example, is characterized by four  almost  equally  large  cities (Brussels, Ant-
werp, Gent and Liege). Similarly, the Dutch urban structure is dominated 
by three, the Portuguese and Spanish structures by two cities which are 

7 Even with 20 observations, the sample may appear a bit small. However, a 
comparison of the results with Rosen and Resnick's (1980) estimates for the 50 
largest cities in a country does not indicate that a larger sample necessarily yields 
further  insights. Appendix table A. 1 shows that the differences,  if there are any, are 
rather small. Moreover, it should be noted that for some countries and years a 
further  extension of the sample is almost impossible. For example, the #20 city in 
Finland in 1870 has a population of only 1,121, a size which can only hardly be 
associated with an urban agglomeration. 
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Figure 2.1a: Zipf Plots for Belgium and Denmark 

considerably larger than the rest of the distribution. In Denmark and 
Finland, the population is obviously too heavily concentrated in overdimen-
sioned central cities while the plots for Norway, Sweden and Switzerland 
display fairly smooth city size distributions. Another general observation is, 
however, that those differences  get smaller over time and national urban 
structures tend to converge to a distribution which appears to obey 
Z ip f s law. 
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Figure 2.1b: Zipf Plots for Finland and Italy 

To analyze the empirical fit of the rank-size rule in more detail, tables 
2.1a-2.1d report estimated Zipf exponents. The fit of the regressions is ex-
cellent, with an adjusted R 2 generally above 0.90 and the coefficients  being 
statistically highly significant at the 1 % level. An interpretation of the esti-
mated parameter values is somewhat harder. At first  sight, the figures vary 
considerably, ranging from slightly below 0.7 (Portugal 1910, 1930) to 
about 1.8 (Belgium 1970). Given the possible distorting effects  of data defi-

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



28 Chap. 2: Some Empirics on Zipf's Law for Cities 

10 11 12 13 

Log of City Size 

• 1950 
• 1970 
Ο 1990 

11 12 13 

Log of City Size 

9 10 11 12 13 

Log of City Size 

• 1950 
• 1970 
Ο 1990 

10 11 12 13 14 

Log of City Size 

Figure 2.1c: Zipf Plots for the Netherlands and Norway 

nitions, however, the observed differences  in the estimated Zipf exponents 
should probably not be overemphasized. In fact, discussing the often only 
imperfect fit of Z ipfs law, Krugman (1996b, p. 40) rightly notes: "The 
picture is not perfect,  but i f you had any reason to believe that there was a 
fundamental reason to expect a straight line with a slope of -1, you would 
find this picture compelling evidence in favor of your theory!" Moreover, 
the results are generally not far away from the expected value of 1. 
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Figure 2.Id: Zipf Plots for Portugal and Spain 

Figure 2.2 presents a histogram of estimated Zipf exponents, illustrating a 
remarkable concentration of the results between 0.95 and 1.05. 

It should also be noted, however, that there is no general tendency of 
convergence towards a log-linear city size distribution with exponent 1. 
More generally, there is even no clear pattern of changes in the estimated 
Zipf exponent over time. In most countries, the parameter tends to increase 
over the course of a century. However, in only a few cases, this increase 
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Figure 2.le: Zipf Plots for Sweden and Switzerland 

starts from values below 1 and then approaches this target value, suggest-
ing that there is indeed a process of convergence to Zipf's law at work 
(Portugal). In others, it surpasses the benchmark (Sweden) or even already 
starts from a value above 1 (Belgium) and, thus, rather indicates divergence 
from a Zipf distribution. Moreover, there are examples with fairly stable 
coefficients,  also irrespective of whether the initial value is below 
(Norway) or above 1 (Italy). 
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Chap. 2: Some Empirics on Zipf's Law for Cities 
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2.3 Evidence on Z ip f s Law in Europe 35 

Figure 2.2: Histogram of Estimated Zipf Exponents 

2.3.3 Examining Explanations for Deviations 
from an Exponent of 1 

Although the empirical fit of Zipf's law for cities is generally remark-
able, it might also be interesting to analyze why there are some obvious 
deviations from an exponent of 1. More specifically, i f there is really a 
universal characteristic of city growth processes which leads to size distri-
butions satisfying the rank-size rule, it becomes important to explain why 
it works apparently particularly well in some countries and less so in 
others. 

The most obvious explanation for differences  in estimated Zipf expo-
nents are differences  in data quality. In view of the observed sensitivity of 
the estimates to data definitions, small cross-country variations in, say, 
sample size, the definition of an urban unit, or the precision of the census 
clearly have the potential to affect  the results. Citing the study by Rosen 
and Resnick (1980), Fujita et al. (1999, p. 217) even argue somewhat ambi-
tiously "that the exponent gets closer to 1 the more carefully the metropoli-
tan areas are defined". 

Apart from data issues, however, there are also two fundamental argu-
ments. A first  explanation focuses on the existence of large central metro-
polises. Krugman (1996b, p. 41), for example, notes: 

3= 
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36 Chap. 2: Some Empirics on Z ip f s Law for Cities 

"Z ip fs law is not quite as neat in other countries as it is in the United States, but 
it still seems to hold in most places, if you make one modification: many coun-
tries, for example, France and the United Kingdom, have a single "primate city" 
that is much larger than a line drawn through the distribution of other cities 
would lead you to expect. These primate cities are typically political capitals; it 
is easy to imagine that they are essentially different  creatures from the rest of the 
urban sample." 

But, does excluding a country's largest city improve the results on the 
rank-size rule? Tables 2.1a-2.1d also report Zipf estimates based on sam-
ples without the largest city. Three findings are particularly notable. First, 
in each case, the estimated coefficient  increases in absolute size, indicating 
that the population is indeed more evenly distributed i f the largest city is 
excluded. This result, however, is hardly surprising since dropping the max-
imum value reduces concentration in the sample almost by definition as 
there are less large cities relative to a slightly decreasing mean. 

Second, even more important for the purpose at hand, dropping the largest 
city increases the estimated coefficient  also in cases in which the parameter is 
already above 1 and, thus, leads to an even larger deviation from the expected 
value. In Belgium, for example, the estimated Zipf exponent for the national 
urban system in 1990 rises from about 1.6 to more than 2.0 i f the largest city, 
Antwerp, is excluded from the sample. Thus, there is no convincing empirical 
evidence for the claim that deviations from an exponent of 1 are mainly due 
to large central cities and excluding them would improve the result. 

Finally, it should also be noted that excluding the largest city does not 
necessarily improve the empirical fit of the log-linear relationship. In fact, 
in a number of cases, the adjusted R 2 even falls considerably i f the central 
city is dropped from the sample. This result is also supported by figures 
2.1a-2.1e which illustrate that, perhaps with the exception of Denmark and 
Finland, the largest cities in the countries in the sample are hardly outliers 
dominating the national urban structure. 

A second explanation for empirical deviations from the expected Zipf 
exponent of 1 has been proposed by Gabaix (1999). Puzzled by Dobkins 
and Ioannides' (1999) finding that the estimated coefficient  for U.S. cities 
decreases over time, he argues that the Zipf exponent is generally lower for 
small and medium sized cities. Extending then the sample over time (for ex-
ample, by using a fixed cut-off  of 50,000 inhabitants) changes the composi-
tion of the sample and thereby lowers the aggregate coefficient  automatically. 

While a natural test for this hypothesis would be to calculate separate 
Zipf parameters for different  ranges of city sizes, the small number of ob-
servations in my sample does not allow a meaningful application of this 
strategy. Tables 2. la-2.1d, however, also present estimates, holding the 
sample size constant over time. As this fixed sample then contains less 
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2.4 Distribution Dynamics 37 

small cities, the estimated Zipf exponent should be larger than for the full 
sample, i f Gabaix's (1999) reasoning is correct. It turns out, however, that 
the estimated Zipf coefficient  for the sample with a constant number of 
observations is, if anything, below the comparable value for a larger 
sample. Thus, there is also no evidence for Gabaix's claim that smaller 
cities tend to have a lower Zipf exponent. 

In sum, both proposed explanations for some obvious empirical devia-
tions from a Zipf exponent of 1 fail to meet the European data in my 
sample. While occasionally a country provides some empirical support for 
one of the hypotheses (e.g., fixing the sample in the case of Italy), there is 
at least an equal number of failures, suggesting two conclusions. First, 
more analytical work is needed to explain differences  in the empirical fit of 
Zipf's law for cities. Given considerable variation in city size distributions 
across countries, explanations based on only a single country's experiences 
are likely to be insufficient.  Second, it probably has to be acknowledged 
that there is no perfect regularity - a finding which is not surprising in 
social sciences. If, by historical accident or any other reason, one or a few 
of the largest cities display an "anomalous" size, the result wil l be strongly 
affected.  Deviations from the rank-size rule are then possibly magnified by 
differences  in data quality. 

2.4 Distribution Dynamics 

Having analyzed the rank-size distribution of cities, I examine in a next 
step the empirical validity of proposed explanations for this pattern. As the 
most promising suggestions for the emergence of Zipf's law are based on 
stochastic growth processes, it is of particular interest to explore the growth 
pattern of cities inside their national urban structure. More specifically, the 
analysis focuses on two issues. First, does the data really display the as-
sumed random growth of cities across different  sizes? Here, Eaton and Eck-
stein (1997) already provide some support. However, their analysis is based 
on only two countries' experiences, Japan and France. Also similar find-
ings by Glaeser, Scheinkman and Shleifer (1995) for the U.S. are not en-
tirely convincing as their analyzed time period of only 30 years is a bit 
short. 

Second, is there evidence for the claim that also the variances of growth 
rates are independent of city size? Obviously, this issue is far more contro-
versial. While Gabaix (1999, fn. 10) provides some rough calculations 
based on Eaton and Eckstein's data supporting this claim, Fujita et al. 
(1999, p. 224) suspect that the variance of the growth rate declines with 
city size simply as a matter of industrial diversification. 
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38 Chap. 2: Some Empirics on Z ip fs Law for Cities 

2.4.1 Kernel Density 

A first  way to examine growth processes in a national urban system is to 
explore the evolution of the city size distribution over time.8 The basic idea 
is to seek for a law of motion in the long-run behavior of the distribution. 
If, for example, the distribution tends to concentrate at a single point mass, 
there is a process of convergence at work in which all cities are likely to 
end up with an equal size. If, on the other hand, the distribution displays 
tendencies towards limits with other properties, e.g., a continual spreading 
apart, those too would be observable from the law of motion and, thus, 
would provide interesting insights. 

Figures 2.3a-2.3e then plot for each country a sequence of kernel estimates 
of the density of relative city sizes.9 At a first  look, the density plots appear to 
be quite similar. Even though there are in a few cases changes over time, the 
shapes of the national city size distributions remain often fairly constant, per-
haps apart from the particular location of the country's largest city. Nonethe-
less, there are also some noticeable differences  in detail. 

A general observation is, for example, that for the majority of countries 
the peak of the distribution slightly moves to the right over time. Specifi-
cally in Belgium, Denmark, the Netherlands, Portugal and Sweden, the 
mass gets closer to the mean; a behavior which suggests that there is some 
catching-up of smaller cities. This conclusion, however, becomes less con-
vincing if one takes another general observation into consideration, namely 
that the peak of the distribution in 1990 is often below the peak of earlier 
years so that the distributions tend to get flatter.  As national urban systems 
display a wider variety of city sizes, there are also probably differences  in 
individual growth experiences of cities. The emergence of a more diversi-
fied urban structure is particularly visible for Portugal. 

The density plots also display a few other notable features. First, there 
are considerable differences  in the dominance of the country's largest city, 
ranging from about 11 times the average of the 20 largest cities (Copenha-
gen in Denmark, Lisbon in Portugal) to about factor 4 (Belgium). This 
result is comparable to the observed discrepancies in estimated Zipf expo-

8 This technique has recently become very popular in empirical research on pat-
terns of cross-country economic growth. See Durlauf and Quah (1998) for a de-
tailed description. 

9 This normalization of the data by dividing city sizes by the sample average in 
each decade provides two advantages. First, it allows a better comparison of 
changes over time because otherwise the distributions would shift to the right as 
mean city sizes increase. Second, it also allows a comparison of distributions be-
tween countries as it provides a consistent scale on the horizontal axis, with a value 
of 1 indicating the national average. 
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2.4 Distribution Dynamics 39 

Belgium 

Denmark 
1880 (20 cities) 

Figure 2.3a: Density Plots of Relative City Sizes for Belgium 
and Denmark 
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Finland 

Italy 
1880 (25 cities) 

Figure 2.3b: Density Plots of Relative City Sizes 
for Finland and Italy 
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2.4 Distribution Dynamics 41 

Netherlands 
- - - 1870 (20 cities) 

Norway 
- - - 1875 (20 cities) 

Figure 2.3c: Density Plots of Relative City Sizes 
for the Netherlands and Norway 
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Portugal 
1890 (20 cities) 

Spain 
1900 (20 cities) 

Figure 2.3d: Density Plots of Relative City Sizes 
for Portugal and Spain 
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Sweden 
1870 (20 cities) 

Switzerland 
- - - 1870 (20 cities) 

Figure 2.3e: Density Plots of Relative City Sizes 
for Sweden and Switzerland 
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44 Chap. 2: Some Empirics on Z ip fs Law for Cities 

nents. Countries with relatively large central cities have a regression line 
with a flat slope and, thus, have smaller Zipf parameters. 

Second, the dominance of the largest cities tends to decline, at least 
during the last 40-year-interval. Note that this pattern is partly masked by 
the decision to allow for an increase in sample size over time (motivated 
by the desire to analyze a sample as large as possible). For example, the 
remarkable increase in urban primacy of Rome (Italy) and Madrid (Spain) 
is mainly the result of a larger number of cities used in the calculation of 
the average city size (thereby lowering the average). 

Finally, with the peak of their distributions below 1, Finland and Switzer-
land display the most evenly distributed urban system. 

2.4.2 Transition Matrices 

While the density plots are illustrative about changes in the entire size 
distribution of a national urban system, they provide no information about 
the actual behavior of individual cities. Thus, they do not allow, for exam-
ple, to answer the question whether the obvious decrease in polarisation is 
the result of intermediate cities gradually catching-up with the big ones or 
some small cities growing very rapidly and becoming large cities them-
selves or even a different  process. 

A by now very common technique10 to track the evolution of each city's 
relative size over time is the construction of transition probability matrices. 
Starting from an initial distribution of cities sorted into different  size 
groups, the matrix describes how cities are redistributed among these size 
categories over a given period of time. Specifically, each cell of the matrix 
gives the proportion of cities which start with a given size in an initial year 
(rows) and move to a particular size group in the final distribution (col-
umns). Thus, each row, for example, shows the probability that a city re-
mains in its size group or transits to any other group. To observe a transition 
pattern of parallel growth then requires that the mass of the distribution is 
concentrated in the diagonal, indicating that cities are staying in the same 
category as in the previous period. 

In practice, the construction of a transition probability matrix requires at 
least three, fairly crucial, decisions. First, the time period has to be defined. 
As I have data for up to 120 years, I construct, whenever possible, separate 
matrices for three 40-year-intervals: 1870 (or the first  year for which data 
are available) -1910, 1910-1950 and 1950-1990. Second, there has to be a 
choice of cities included in the sample. As a general rule, the sample com-

1 0 See De Vries (1984, pp. 123-136) for an early application. 

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



2.4 Distribution Dynamics 45 

prises all cities with a population of more than 50,000 inhabitants. I f the 
resulting sample size is smaller than 20 observations, however, the sample 
is extended to comprise at least the country's 20 largest cities. To avoid 
Galton's fallacy 11, I initially applied these criteria only to city size distribu-
tions in the base year. Later I realized, however, that this procedure would 
underestimate the true growth dynamics, because small, fast-growing cities 
would be excluded from the sample. Therefore,  I also include cities which 
belong to the top 20 in the final year, further  increasing sample size. Third, 
i f the variable of interest is continuous (such as relative city sizes), a dis-
cretisation of the space of possible outcomes is necessary. After  some ex-
perimentation, it turns out that Eaton and Eckstein's (1997) classification 
based on 0.30, 0.50, 0.75, 1.00, and 2.00 times the sample mean is quite 
practicable.12 Dobkins and Ioannides (1999) also provide a comparison 
with alternative results where groups are based on deciles, finding - be-
sides more detail - not much difference. 

Tables 2.2a-2.2e then present three transition matrices for each of the ten 
countries in my sample. Interestingly, the matrices share several similari-
ties. In almost all cases, for example, very large cities (i.e., cities with a 
size of at least twice the average) retain their relative position over time. 
This finding may in part result from the low cut-off  point of the largest 
quintile which does not allow to observe when a city falls from about, say, 
ten times the average to only three times. Nonetheless, this pattern suggests 
very strong persistence at the top end of the distribution. If a city has 
reached a certain size, the probability of decline is virtually zero. In fact, 
supporting Eaton and Eckstein's results for France and Japan, all  cities 
which had a dominant position in 1870 are also dominant in 1990. 

Furthermore, there is a notable break in the transition pattern over time. 
Most countries exhibit a fairly stable size distribution until 1950 and dis-
play a far more dynamic behavior afterwards.  Indeed, the most dramatic 
changes occur between 1950 and 1990, with some cities even moving up-
wards by more than three categories. The explanations behind those explo-
sions in city size are probably quite diverse. In Portugal, for example, rapid 
city growth largely reflects the emergence of a more developed urban 
system. Also redefinitions of the boundaries of urban agglomerations and 
city mergers may play a role (e.g., in Belgium and the Netherlands). More-
over, some cities with a rapidly expanding population size are located in 

11 See Christopher Bliss (1999) for an extensive discussion of Galton's fallacy. 
1 2 Actually, Eaton and Eckstein (1997) also define a sixth category which com-

prises cities larger than 20 times the mean. As my sample, however, is considerably 
smaller and, moreover, focuses only on the very upper tail of the distribution so 
that there is hardly a city which is 20 times larger than the sample mean, I drop 
this category and stick to quintiles. 
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46 Chap. 2: Some Empirics on Zipf's Law for Cities 

Table  2.2a 

Transition Matrices 

Belgium 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

1 [0-0.3) 0.00 1.00 0.00 0.00 0.00 0.00 

6 [0.3-0.5) 0.00 0.33 0.33 0.33 0.00 0.00 

10 [0.5-0.75) 0.00 0.50 0.20 0.00 0.30 0.00 

3 [0.75-1) 0.00 0.00 0.67 0.33 0.00 0.00 

1 [1-2) 0.00 0.00 1.00 0.00 0.00 0.00 

4 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

25 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

1 [0-0.3) 0.00 0.00 1.00 0.00 0.00 0.00 

4 [0.3-0.5) 0.00 0.00 1.00 0.00 0.00 0.00 

9 [0.5-0.75) 0.00 0.22 0.78 0.00 0.00 0.00 

4 [0.75-1) 0.00 0.00 0.25 0.50 0.25 0.00 

3 [1-2) 0.00 0.00 0.00 0.33 0.67 0.00 

4 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

25 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

0 [0-0.3) 0.00 0.00 0.00 0.00 0.00 0.00 

7 [0.3-0.5) 0.00 0.14 0.43 0.29 0.14 0.00 

8 [0.5-0.75) 0.00 0.25 0.63 0.13 0.00 0.00 

5 [0.75-1) 0.00 0.00 0.80 0.00 0.20 0.00 

3 [1-2) 0.00 0.00 0.33 0.67 0.00 0.00 

4 [2-oc) 0.00 0.00 0.00 0.00 0.50 0.50 
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2.4 Distribution Dynamics 47 

Denmark 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

6 [0-0.3) 0.67 0.17 0.17 0.00 0.00 0.00 

9 [0.3-0.5) 0.44 0.56 0.00 0.00 0.00 0.00 

3 [0.5-0.75) 0.00 0.00 0.67 0.33 0.00 0.00 

0 [0.75-1) 0.00 0.00 0.00 0.00 0.00 0.00 

3 [1-2) 0.00 0.00 0.00 0.33 0.33 0.33 

1 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

22 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

10 [0-0.3) 0.40 0.40 0.20 0.00 0.00 0.00 

7 [0.3-0.5) 0.29 0.57 0.14 0.00 0.00 0.00 

3 [0.5-0.75) 0.00 0.33 0.33 0.00 0.33 0.00 

1 [0.75-1) 0.00 0.00 0.00 0.00 1.00 0.00 

2 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.50 0.50 

25 

« [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

5 [0-0.3) 0.00 0.20 0.80 0.00 0.00 0.00 

9 [0.3-0.5) 0.00 0.33 0.67 0.00 0.00 0.00 

4 [0.5-0.75) 0.00 0.00 0.50 0.50 0.00 0.00 

0 [0.75-1) 0.00 0.00 0.00 0.00 0.00 0.00 

5 [1-2) 0.00 0.00 0.00 0.20 0.60 0.20 

1 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 
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Table  2.2b 

Transition Matrices 

Finland 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

1 [0-0.3) 0.43 0.43 0.14 0.00 0.00 0.00 

4 [0.3-0.5) 0.75 0.25 0.00 0.00 0.00 0.00 

6 [0.5-0.75) 0.67 0.33 0.00 0.00 0.00 0.00 

2 [0.75-1) 0.50 0.50 0.00 0.00 0.00 0.00 

5 [1-2) 0.00 0.00 0.00 0.00 0.80 0.20 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

26 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

11 [0-0.3) 0.27 0.36 0.27 0.09 0.00 0.00 

9 [0.3-0.5) 0.44 0.33 0.11 0.00 0.11 0.00 

1 [0.5-0.75) 0.00 0.00 0.00 0.00 1.00 0.00 

0 [0.75-1) 0.00 0.00 0.00 0.00 0.00 0.00 

4 [1-2) 0.00 0.00 0.00 0.75 0.25 0.00 

3 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

28 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

4 [0-0.3) 0.00 0.25 0.25 0.00 0.25 0.25 

8 [0.3-0.5) 0.13 0.88 0.00 0.00 0.00 0.00 

5 [0.5-0.75) 0.00 0.40 0.40 0.20 0.00 0.00 

3 [0.75-1) 0.00 0.00 0.33 0.33 0.33 0.00 

3 [1-2) 0.00 0.00 0.33 0.33 0.33 0.00 

3 [2-oc) 0.00 0.00 0.00 0.00 0.33 0.67 
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2.4 Distribution Dynamics 49 

Italy 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

1 [0-0.3) 0.00 1.00 0.00 0.00 0.00 0.00 

15 [0.3-0.5) 0.00 0.87 0.13 0.00 0.00 0.00 

12 [0.5-0.75) 0.00 0.25 0.75 0.00 0.00 0.00 

2 [0.75-1) 0.00 0.00 1.00 0.00 0.00 0.00 

7 [1-2) 0.00 0.00 0.14 0.14 0.71 0.00 

5 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

42 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

5 [0-0.3) 0.40 0.60 0.00 0.00 0.00 0.00 

23 [0.3-0.5) 0.22 0.74 0.00 0.04 0.00 0.00 

21 [0.5-0.75) 0.00 0.62 0.29 0.10 0.00 0.00 

6 [0.75-1) 0.00 0.17 0.33 0.50 0.00 0.00 

6 [1-2) 0.00 0.00 0.00 0.17 0.83 0.00 

8 [2-oc) 0.00 0.00 0.00 0.00 0.13 0.88 

69 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

20 [0-0.3) 0.00 0.90 0.10 0.00 0.00 0.00 

40 [0.3-0.5) 0.00 0.90 0.10 0.00 0.00 0.00 

33 [0.5-0.75) 0.00 0.21 0.67 0.09 0.03 0.00 

8 [0.75-1) 0.00 0.00 0.25 0.63 0.13 0.00 

10 [1-2) 0.00 0.00 0.00 0.10 0.90 0.00 

12 [2-oc) 0.00 0.00 0.00 0.00 0.17 0.83 

123 

4 Nitsch 
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50 Chap. 2: Some Empirics on Z ip f Law for Cities 

Table  2.2c 

Transition Matrices 

Netherlands 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

2 [0-0.3) 0.00 1.00 0.00 0.00 0.00 0.00 

6 [0.3-0.5) 0.50 0.50 0.00 0.00 0.00 0.00 

8 [0.5-0.75) 0.00 0.63 0.38 0.00 0.00 0.00 

3 [0.75-1) 0.00 0.00 0.67 0.33 0.00 0.00 

1 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

3 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

23 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

4 [0-0.3) 0.00 0.75 0.00 0.25 0.00 0.00 

11 [0.3-0.5) 0.00 0.64 0.36 0.00 0.00 0.00 

5 [0.5-0.75) 0.00 0.20 0.80 0.00 0.00 0.00 

2 [0.75-1 ) 0.00 0.00 0.00 1.00 0.00 0.00 

1 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

3 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

26 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

13 [0-0.3) 0.00 0.54 0.39 0.08 0.00 0.00 

12 [0.3-0.5) 0.00 0.17 0.50 0.25 0.08 0.00 

10 [0.5-0.75) 0.00 0.00 0.50 0.50 0.00 0.00 

8 [0.75-1) 0.00 0.00 0.38 0.38 0.25 0.00 

7 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

4 [2-oc) 0.00 0.00 0.00 0.00 0.25 0.75 

4 
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2.4 Distribution Dynamics 51 

Norway 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1 ) [1-2) [2-oc) 

2 [0-0.3) 0.50 0.50 0.00 0.00 0.00 0.00 

10 [0.3-0.5) 0.30 0.60 0.10 0.00 0.00 0.00 

4 [0.5-0.75) 0.00 0.75 0.25 0.00 0.00 0.00 

1 [0.75-1) 0.00 0.00 1.00 0.00 0.00 0.00 

3 [1-2) 0.00 0.00 0.00 0.25 0.75 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

22 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

3 [0-0.3) 1.00 0.00 0.00 0.00 0.00 0.00 

11 [0.3-0.5) 0.55 0.45 0.00 0.00 0.00 0.00 

2 [0.5-0.75) 0.00 0.50 0.50 0.00 0.00 0.00 

1 [0.75-1) 0.00 0.00 1.00 0.00 0.00 0.00 

2 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

2/ 

Αί [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

9 [0-0.3) 0.33 0.56 0.11 0.00 0.00 0.00 

9 [0.3-0.5) 0.11 0.56 0.33 0.00 0.00 0.00 

2 [0.5-0.75) 0.00 0.00 0.50 0.50 0.00 0.00 

0 [0.75-1) 0.00 0.00 0.00 0.00 0.00 0.00 

2 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

24 

4* 
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52 Chap. 2: Some Empirics on Zipf's Law for Cities 

Table  2.2d 

Transition Matrices 

Portugal 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

14 [0-0.3) 1.00 0.00 0.00 0.00 0.00 0.00 

6 [0.3-0.5) 0.17 0.67 0.17 0.00 0.00 0.00 

1 [0.5-0.75) 0.00 0.00 1.00 0.00 0.00 0.00 

0 [0.75-1) 0.00 0.00 0.00 0.00 0.00 0.00 

0 [1-2) 0.00 0.00 0.00 0.00 0.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

23 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

16 [0-0.3) 0.81 0.13 0.06 0.00 0.00 0.00 

3 [0.3-0.5) 0.00 0.67 0.33 0.00 0.00 0.00 

2 [0.5-0.75) 0.00 0.50 0.50 0.00 0.00 0.00 

0 [0.75-1) 0.00 0.00 0.00 0.00 0.00 0.00 

0 [1-2) 0.00 0.00 0.00 0.00 0.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

23 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

17 [0-0.3) 0.18 0.53 0.24 0.00 0.06 0.00 

5 [0.3-0.5) 0.20 0.20 0.60 0.00 0.00 0.00 

4 [0.5-0.75) 0.00 0.00 0.00 0.25 0.75 0.00 

0 [0.75-1) 0.00 0.00 0.00 0.00 0.00 0.00 

0 [1-2) 0.00 0.00 0.00 0.00 0.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 
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2.4 Distribution Dynamics 53 

Spain 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

0 [0-0.3) 0.00 0.00 0.00 0.00 0.00 0.00 

7 [0.3-0.5) 0.00 1.00 0.00 0.00 0.00 0.00 

7 [0.5-0.75) 0.00 0.29 0.71 0.00 0.00 0.00 

3 [0.75-1) 0.00 0.00 0.00 1.00 0.00 0.00 

3 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

22 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

5 [0-0.3) 0.00 1.00 0.00 0.00 0.00 0.00 

21 [0.3-0.5) 0.00 1.00 0.00 0.00 0.00 0.00 

7 [0.5-0.75) 0.00 0.14 0.57 0.29 0.00 0.00 

9 [0.75-1) 0.00 0.11 0.44 0.33 0.11 0.00 

6 [1-2) 0.00 0.00 0.17 0.17 0.67 0.00 

4 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

52 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

32 [0-0.3) 0.47 0.34 0.13 0.06 0.00 0.00 

16 [0.3-0.5) 0.13 0.63 0.25 0.00 0.00 0.00 

20 [0.5-0.75) 0.15 0.25 0.35 0.15 0.10 0.00 

8 [0.75-1) 0.00 0.13 0.38 0.38 0.13 0.00 

16 [1-2) 0.00 0.00 0.00 0.44 0.56 0.00 

8 [2-oc) 0.00 0.00 0.00 0.00 0.13 0.88 

100 
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Table  2.2e 

Transition Matrices 

Sweden 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

1 [0-0.3) 0.00 1.00 0.00 0.00 0.00 0.00 

11 [0.3-0.5) 0.27 0.55 0.18 0.00 0.00 0.00 

5 [0.5-0.75) 0.00 0.40 0.60 0.00 0.00 0.00 

2 [0.75-1) 0.00 0.00 0.50 0.50 0.00 0.00 

2 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

23 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

0 [0-0.3) 0.00 0.00 0.00 0.00 0.00 0.00 

11 [0.3-0.5) 0.27 0.45 0.27 0.00 0.00 0.00 

7 [0.5-0.75) 0.00 0.43 0.57 0.00 0.00 0.00 

1 [0.75-1) 0.00 0.00 0.00 1.00 0.00 0.00 

1 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

2 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

22 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

10 [0-0.3) 0.00 0.00 0.90 0.10 0.00 0.00 

12 [0.3-0.5) 0.00 0.25 0.58 0.17 0.00 0.00 

7 [0.5-0.75) 0.00 0.29 0.29 0.29 0.14 0.00 

5 [0.75-1) 0.00 0.00 0.00 0.60 0.40 0.00 

4 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

3 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

41 
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2.4 Distribution Dynamics 55 

Switzerland 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

1 [0-0.3) 1.00 0.00 0.00 0.00 0.00 0.00 

8 [0.3-0.5) 0.50 0.38 0.13 0.00 0.00 0.00 

6 [0.5-0.75) 0.17 0.50 0.17 0.00 0.17 0.00 

2 [0.75-1) 0.00 0.00 0.00 0.50 0.50 0.00 

2 [1-2) 0.00 0.00 0.00 0.50 0.50 0.00 

4 [2-oc) 0.00 0.00 0.00 0.00 0.25 0.75 

23 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

1 [0-0.3) 0.71 0.29 0.00 0.00 0.00 0.00 

6 [0.3-0.5) 0.50 0.50 0.00 0.00 0.00 0.00 

1 [0.5-0.75) 0.00 1.00 0.00 0.00 0.00 0.00 

3 [0.75-1) 0.00 0.00 0.33 0.67 0.00 0.00 

3 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

4 [2-oc) 0.00 0.00 0.00 0.00 0.00 1.00 

24 

η [0-0.3) [0.3-0.5) [0.5-0.75) [0.75-1) [1-2) [2-oc) 

8 [0-0.3) 0.25 0.75 0.00 0.00 0.00 0.00 

6 [0.3-0.5) 0.00 0.50 0.50 0.00 0.00 0.00 

1 [0.5-0.75) 0.00 0.00 1.00 0.00 0.00 0.00 

2 [0.75-1) 0.00 0.50 0.00 0.50 0.00 0.00 

3 [1-2) 0.00 0.00 0.00 0.00 1.00 0.00 

4 [2-oc) 0.00 0.00 0.00 0.00 0.25 0.75 
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56 Chap. 2: Some Empirics on Z ipfs Law for Cities 

180,000 

Alcalä dc Hcnarcs 

Figure 2.4: Fast Growing Cities in the Madrid Region 

the neighborhood of large agglomerations and, thus, may benefit from sub-
urbanization. Figure 2.4 illustrates an example of fast growing Spanish mu-
nicipalities in the Madrid region. Finally, a further  extreme is observable in 
Finland where Espoo, a city officially  founded in 1972, has become the 
country's second largest city by 1990. 

A number of transition matrices also exhibit interesting individual char-
acteristics. Belgium, for example, shows a strong pattern of convergence in 
the period from 1950 to 1990. Only 3 of the 12 cities with an initial size 
above 0.75 times the average keep or improve their relative position while 
all others decline to a lower category. In contrast, Italy, the country with 
the largest sample of cities, shows strong persistence. In all categories, 
except the smallest, at least 63% of the cities remain in the quintile they 
started from. The relative distribution in Switzerland seems to be similarly 
stable. Finally, the matrices for Portugal nicely illustrate the duopolist 
urban structure, with the national system of cities dominated by Lisbon and 
Oporto and all other cities being smaller than 0.75 times the average. 

In sum, the transition matrices display interesting features of city growth 
processes in Europe. Apart from large central cities, however, they provide 
no convincing evidence of parallel growth across cities. Rather, some (re-
latively) small cities appear to catch up, in some cases even very quickly, 
while a number of previously intermediate cities apparently fall behind. 
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2.4 Distribution Dynamics 57 

2.4.3 Which Cities Grow? 

This section complements the results from nonparametric techniques with 
a number of parametric specifications. In particular, the analysis focuses on 
the two crucial assumptions behind Gabaix's (1999) approach to explain 
Z ip f s law: random city growth across different  sizes and the variance of 
growth rates being independent from city size. 

In motivating his theoretical explanation based on Gibrat's law1 3 , Gabaix 
(1999) particularly cites empirical evidence from Eaton and Eckstein 
(1997). In a recent study, these authors analyze the long-run behavior of 
city size distributions in France and Japan and find that there is no relation-
ship between the growth rate of cities and their initial size. Specifically, 
running simple growth regressions, they show that the coefficient  on the 
initial level of population is statistically not significant. 

Table 2.3 then presents comparable estimates for the countries in my 
sample. In contrast to Eaton and Eckstein's set up, however, I do not ex-
plore changes about the entire time period of 120 years for which I have 
data. Rather, I split up the time period into three 40-year-intervals. This 
procedure provides two advantages. For one thing, it allows to take a fuller 
account of the actual dynamics of the national urban systems in the sample. 
In addition, it delivers results which are comparable to findings in previous 
sections. As before then, the sample comprises all cities with a population 
of more than 50,000 and, i f necessary, it is extended to cover at least a 
country's 20 largest cities, with these selection criteria applied exclusively 
to the base year to avoid the problem of Galton's fallacy. 

The results are interesting. I f Eaton and Eckstein's claim is correct that 
cities grow randomly across a wide range of sizes, one would expect that 
the coefficient  on initial city size is zero in each of the analyzed time peri-
ods. Only then, the starting level would be consistently irrelevant for city 
growth. It turns out, however, that in a number of cases initial conditions 
do  affect  subsequent growth rates, with the sign of the relationship chang-
ing over time. Indeed, a clear pattern emerges. For the first  period, the 
growth rate of a city is, i f anything, positively correlated with its initial 
size. For the Netherlands (statistically significant at the 1 % level) and, in 
somewhat weaker form, Finland and Italy (significant at the 10% level), 
there is convincing evidence that large cities tend to grow faster than the 
rest of the distribution. Thus, existing differences  in city size increase 
further  between 1870 and 1910. 

In later years, however, the pattern of divergence appears to fade out. 
While the sign of the relationship between initial size and subsequent popu-

1 3 See John Sutton (1997) for an extensive discussion of Gibrat's law. 
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58 Chap. 2: Some Empirics on Z ip f s Law for Cities 

Table  2.3 

Convergence, Divergence, or Parallel Growth of Cities? (Part 1) 

Country Period Coefficient Stand. Dev. R 2 # of Obs. 

Belgium 1870-1910 -0.074 (0.108) 0.026 20 
Belgium 1910-1950 -0.036 (0.063) 0.019 19 
Belgium 1950-1990 -0.175 (0.151) 0.026 14 

Denmark 1880-1910 0.055 (0.082) 0.026 19 
Denmark 1910-1950 -0.025 (0.065) 0.008 20 
Denmark 1950-1990 -0.232** (0.064) 0.422 20 

Finland 1870-1910 0.238# (0.118) 0.184 20 
Finland 1910-1950 0.044 (0.121) 0.007 20 
Finland 1950-1990 -0.073 (0.071) 0.055 20 

Italy 1880-1910 0.097# (0.050) 0.144 25 
Italy 1910-1950 0.142* (0.054) 0.155 40 
Italy 1950-1990 -0.052# (0.027) 0.057 64 

Netherlands 1870-1910 0.243** (0.073) 0.379 20 
Netherlands 1910-1950 -0.124* (0.051) 0.259 19 
Netherlands 1950-1990 -0.236** (0.040) 0.597 25 

Norway 1875-1910 0.062 (0.074) 0.038 20 
Norway 1910-1950 0.015 (0.062) 0.004 19 
Norway 1950-1990 -0.076 (0.082) 0.046 20 

Portugal 1890-1910 0.079 (0.037) 0.196 20 
Portugal 1910-1950 -0.012 (0.048) 0.004 20 
Portugal 1950-1990 -0.138# (0.066) 0.151 20 

Spain 1900-1910 0.003 (0.018) 0.002 20 
Spain 1910-1950 0.130# (0.075) 0.131 22 
Spain 1950-1990 -0.034 (0.061) 0.006 52 

Sweden 1870-1910 0.002 (0.093) 0.000 20 
Sweden 1910-1950 0.029 (0.074) 0.009 20 
Sweden 1950-1990 -0.233** (0.062) 0.442 20 

Switzerland 1870-1910 0.199 (0.133) 0.110 20 
Switzerland 1910-1950 0.125* (0.056) 0.224 20 
Switzerland 1950-1990 -0.121** (0.040) 0.339 20 

Notes: The regressions use OLS to estimate equations of the form log(City g row th P c i i o d ) = a + (3 
log(Initial city size), where only the results for β are reported to save space. * * , * and # denote 
significant at the 1%, 5% and 10% level, respectively. 
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2.4 Distribution Dynamics 59 

lation growth is ambiguous for the period from 1910 to 1950, the results 
become unequivocal in the final 40-year-period. In all countries, the coeffi-
cient on the initial level of population is negative, suggesting that the size 
distribution of cities is getting more equal over time. The finding of conver-
gence is statistically robust for six of the ten countries in the sample: Den-
mark, Italy, the Netherlands, Portugal, Sweden and Switzerland. 

I have also experimented with alternative specifications, but the findings 
were qualitatively unchanged. Table 2.4, for example, reports the results of 
regressing the growth rate of a city on its rank in the base year. As ex-
pected, the estimated coefficients  take here exactly the opposite signs. 
Cities on the top of the distribution and thus with a lower rank first  grow 
faster (negative correlation) and then slower (positive correlation) than the 
rest of the sample. 

The explanation for this pattern of city growth is quite intuitive. In the 
initial stages of industrial development (dating back in Europe to the late 
19th century), especially large cities benefit from growing urbanization. 
Later on, improvements in transportation infrastructure  allow to develop a 
more balanced urban system, gradually reducing urban primacy. In fact, 
this inverted U-curve relationship between economic development and 
urban concentration is by now well established.14 Taken together over time, 
however, these diverging tendencies may compensate for each other and, in 
effect,  may probably suggest mistakenly that initial size is irrelevant for 
city growth. 

Unfortunately,  I am unable to test this hypothesis directly with the data 
at hand since there is too much variation in the sample. In most countries, 
only about one half of the initially large cities survive. An useful alterna-
tive, then, might be to explore Eaton and Eckstein's (1997) data set on 
France and Japan in more detail. In particular, the aim would be to analyze 
whether their results for the full period also hold for shorter periods of 
time. It turns out, however, that - contrary to Eaton and Eckstein's claim -
there is no clear evidence that cities grow independently of initial size. Re-
sults for the whole period then tend to hold over time. Appendix Β pro-
vides a detailed discussion of the results. 

To examine the claim that the variance of city growth is independent of 
city size, I basically follow Gabaix's (1999) approach. Specifically, I sort 
the cities in the sample by population in the base year, divide the sample 
into two halves, and then calculate separate variances of the growth rate for 
the two subsamples. Finally, the equality of the variances is evaluated by 
an F-test. 

1 4 See Karsten Junius (1999) for a recent discussion. 
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60 Chap. 2: Some Empirics on Z ip f s Law for Cities 

Table  2.4 

Convergence, Divergence, or Parallel Growth of Cities? (Part 2) 

Country Period Coefficient Stand. Dev. R 2 # of Obs. 

Belgium 1870-1910 0.004 (0.013) 0.007 20 
Belgium 1910-1950 -0.001 (0.007) 0.000 19 
Belgium 1950-1990 0.026# (0.014) 0.238 14 

Denmark 1880-1910 -0.006 (0.012) 0.014 19 
Denmark 1910-1950 -0.004 (0.011) 0.009 20 
Denmark 1950-1990 0.027* (0.011) 0.268 20 

Finland 1870-1910 -0.029** (0.017) 0.139 20 
Finland 1910-1950 -0.013 (0.020) 0.022 20 
Finland 1950-1990 0.007 (0.010) 0.027 20 

Italy 1880-1910 -0.008 (0.005) 0.107 25 
Italy 1910-1950 -0.007* (0.003) 0.105 40 
Italy 1950-1990 0.003* (0.001) 0.069 64 

Netherlands 1870-1910 -0.028** (0.009) 0.341 20 
Netherlands 1910-1950 0.022** (0.007) 0.352 19 
Netherlands 1950-1990 0.022** (0.005) 0.486 25 

Norway 1875-1910 -0.001 (0.011) 0.001 20 
Norway 1910-1950 0.011 (0.009) 0.082 19 
Norway 1950-1990 0.013 (0.013) 0.052 20 

Portugal 1890-1910 -0.010 (0.007) 0.100 20 
Portugal 1910-1950 0.001 (0.009) 0.000 20 
Portugal 1950-1990 0.009 (0.013) 0.028 20 

Spain 1900-1910 0.001 (0.002) 0.017 20 
Spain 1910-1950 -0.008 (0.008) 0.045 22 
Spain 1950-1990 0.001 (0.003) 0.001 52 

Sweden 1870-1910 0.009 (0.013) 0.026 20 
Sweden 1910-1950 -0.001 (0.010) 0.000 20 
Sweden 1950-1990 0.024* (0.010) 0.233 20 

Switzerland 1870-1910 -0.026 (0.016) 0.126 20 
Switzerland 1910-1950 -0.019* (0.008) 0.241 20 
Switzerland 1950-1990 0.018* (0.007) 0.302 20 

Notes: The regressions use OLS to estimate equations of the form log(City g rowth P c r i ( x l ) = α + β 
log(Ranki), where only the results for ß are reported to save space. * * , * and # denote significant 
at the 1%, 5% and 10% level, respectively. 

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



2.5 The Austrian Experience 61 

The results are shown in table 2.5, with columns (5) and (6) reporting 
the variables of interest. In column (5) I check for the sign of the differ-
ence in the calculated variances for the two subsamples, marking the ex-
pected outcome of large cities displaying the smaller variance with a / . 
Column (6) then reports the F-statistic on the difference. 

Two points are particularly noteworthy. First, in a few cases the F-value 
is significant at conventional levels of confidence, indicating that the null 
hypothesis that the variances are equal is rejected. This result suggests, 
however, that Gabaix's findings for France and Japan are not necessarily 
robust for other countries or time periods. Hence, equality of variances of 
growth rates across different  size ranges can not be assumed to be a gen-
eral feature of city growth processes. 

Second, there is at first  sight no evidence for Fujita et al.'s (1999, p. 224) 
intuitive claim that the variance of the growth rate declines with city size. In 
fact, in almost exactly one-half (13 out of 30) of the cases the variances of the 
log growth rates are actually higher  for the upper half of the sample than for 
the small cities. This confirms Gabaix's analysis who obtains equally puz-
zling results for France and Japan. It is also necessary, however, to put this 
finding into perspective. If the difference  between variances is statistically 
significant, then there is indeed a good chance that the growth rates of small 
cities display a larger variance. Except for Denmark 1950-90 and Italy 1880— 
1910, sizeable  differences  in variances are characterized by a negative corre-
lation between the variation in growth rates and initial city size. 

In sum, the results of parametric specifications raise some serious ques-
tions about the empirical validity of the assumptions underlying Gabaix's 
(1999) approach to explain Zipf's law for cities. There is neither consisting 
evidence that the growth rate of a city is fully independent of its initial size 
nor that the variance of growth rates is always constant across a wide range 
of city sizes. More work, however, is needed to examine the possible 
impact of these deviations from the theoretical pattern on the actual size 
distributions of cities. 

2.5 The Austrian Experience 

One of the most interesting empirical issues related to Zipfs law for 
cities is the actual process of convergence to a power law distribution. This 
aspect is of particular relevance for two reasons. First, it is apparently hard 
to model a framework  which produces a smooth power law distribution 
within a fairly reasonable period of time. Krugman (1996b, pp. 96-97), for 
example, notes that it is one of the problems of Simon's (1955) model that 
it requires an unrealistically large increase in total urban population (by far 
more than factor 100) to generate a city size distribution which roughly 
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62 Chap. 2: Some Empirics on Z ip f s Law for Cities 

Table 2.5 

Variances of Growth Rates Across Different  City Sizes 

Country Period Variance Iarge Variancesmal l Vs > V, F-Test # of Obs. 

Belgium 1870-1910 0.088 0.120 / 1.359 20 
Belgium 1910-1950 0.036 0.019 1.927 19 
Belgium 1950-1990 0.109 0.062 1.768 14 

Denmark 1880-1910 0.069 0.129 / 1.868 19 
Denmark 1910-1950 0.097 0.046 2.114 20 
Denmark 1950-1990 0.137 0.038 3.663# 20 

Finland 1870-1910 0.271 0.115 2.362 20 
Finland 1910-1950 0.123 0.455 / 3.707# 20 
Finland 1950-1990 0.058 0.071 / 1.219 20 

Italy 1880-1910 0.048 0.012 4.204* 25 
Italy 1910-1950 0.075 0.059 1.275 40 
Italy 1950-1990 0.033 0.034 / 1.030 64 

Netherlands 1870-1910 0.100 0.050 2.001 20 
Netherlands 1910-1950 0.030 0.053 / 1.749 19 
Netherlands 1950-1990 0.046 0.043 1.081 25 

Norway 1875-1910 0.058 0.091 / 1.588 20 
Norway 1910-1950 0.046 0.068 / 1.485 19 
Norway 1950-1990 0.031 0.187 / 6.035* 20 

Portugal 1890-1910 0.051 0.016 3.174 20 
Portugal 1910-1950 0.020 0.083 / 4.183* 20 
Portugal 1950-1990 0.153 0.070 2.197 20 

Spain 1900-1910 0.001 0.005 / 4.786* 20 
Spain 1910-1950 0.060 0.064 / 1.070 22 
Spain 1950-1990 0.034 0.193 / 5.675** 52 

Sweden 1870-1910 0.054 0.153 / 2.837 20 
Sweden 1910-1950 0.056 0.072 / 1.292 20 
Sweden 1950-1990 0.103 0.067 1.536 20 

Switzerland 1870-1910 0.102 0.244 / 2.388 20 
Switzerland 1910-1950 0.060 0.041 1.468 20 
Switzerland 1950-1990 0.012 0.041 / 3.325# 20 

Notes: Each sample is sorted by initial city size and divided into two halves. This table then reports 
calculated variances of growth rates in these two sub-samples. A / indicates that the lower half 
displays a higher variance, and an F-test evaluates the equality of the variances. * * , * and # 
denote significant at the 1%, 5% and 10% level, respectively. 
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2.5 The Austrian Experience 63 

satisfies Zipf's law. In contrast, Gabaix (1999, p. 745) emphasizes that his 
approach produces a power law distribution with an exponent close to 1 
within seven decades. 

Second, as Z ip f s law seems to hold for most places and time periods, 
there is hardly any process of convergence empirically observable. Indeed, 
historical studies show that even very young urban systems such as the 
U.S. in 1790, Argentina in 1860 or India in 191115, already follow a power 
law distribution with an exponent of 1 with remarkable precision.16 Thus, 
the basic obstacle to examine the mechanism of convergence to Zipf's law 
in detail is apparently to find an urban system which does not yet obey the 
rank-size rule. 

The optimal framework  then would be an initial distribution of fairly 
equally-sized cities. However, there is also an useful alternative. If, for ex-
ample, a "shock" pushes an existing urban system outside of its steady-state 
distribution, it is possible to analyze the following adjustment process in 
which the city-size distribution is expected to converge to its new steady 
state. While there are a number of events thinkable which might have the 
potential to affect  city growth processes, probably the most dramatic shock 
to a city-size distribution is the sudden disintegration of a nation which is 
likely to disrupt the existing urban network. 

An interesting natural experiment might then be provided by the break-
up of the Austro-Hungarian Empire in 1918.17 In fact, the collapse of the 
Habsburg Monarchy at the end of World War I was accompanied by a mas-
sive territorial redistribution. The newly established Republic of Austria, 
for instance, comprised less than one third of the territory of the former 
Austrian part of the Habsburg Empire. Moreover, since the corresponding 
population size fell from 29 million to 7 million, this was in no way only a 
loss of less important peripheral territories, but a major shock to the exist-

1 5 These examples are, among others, cited in Gabaix (1999). See this paper for 
references  to original sources. 

1 6 A possible exception is provided by De Vries (1984, pp. 94-96). Analyzing 
rank-size distributions for Europe as a whole from 1300 to 1979, he observes that 
the urban system before 1600 can hardly be described by Zipf's law. For cities 
below rank 20, the slope coefficient (-0.63) is already significantly smaller than 1. 
The inclusion of the largest cities then would have reduced this coefficient  even 
further,  as all these cities are below the regression line formed by the small cities. 
Possible explanations for this pattern in which the largest cities are too small range 
from a low level of integration (e.g., primitive transportation infrastructure,  rela-
tively autarchic urban systems) to social conditions (e.g., rapid spread of diseases 
and fires). 

1 7 Another example would be the division of Germany after World War II. Quite 
surprisingly, however, the urban structure in former  East Germany displays a rank-
size distribution already at the time of the dissolution. 
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a) Republic o f Austria  
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Figure 2.5: Zipf Plots for Austria, 1910 

ing system of cities. Hence, it appears to be particularly worth to examine 
the evolution of the national urban structure in the Republic of Austria. 

I start with an analysis of the city size distribution before the disintegra-
tion of Austria-Hungary. The last census for the Austrian Empire is from 
31 December 1910. For this year, the statistical yearbook contains all cities 
with more than 10,000 inhabitants. However, only 22 of these cities are 
located on the territory of the later Austrian Republic, limiting the sample 
to 22 observations. Plotting the rank-size distribution of these cities, the left 
graph of figure 2.5 shows that this urban system hardly satisfies Zipfs law. 
The distribution is dominated by a too large central city, Vienna. This 
result, however, is not surprising since Vienna is at this time the capital of 
the Habsburg Empire. Further down the distribution, the medium-sized 
cities on Austrian territory are too small, while the cities from rank 14 
downward are above the regression line again. In sum, the estimated Zipf 
exponent (-0.65) is considerably below 1 and the fit of the regression 
(0.89) is weaker than for other countries (see tables 2.1a-2.1d). 

In comparison, the size distribution of the 22 largest cities of the fairly 
established urban system of the Austrian Empire can reasonably described 
by the rank-size rule. As shown in the graph on the right hand side of 
figure 2.5, the basic pattern of a still too dominant Vienna is unchanged. 
However, the slope of the regression line (-0.87) is steeper, and the empiri-
cal fit (0.92) is improved. 
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2.5 The Austrian Experience 65 

Figure 2.6: Zipf Plot for Austria, 1990 

In a next step, I examine changes in the city-size distribution after the 
proclamation of the Austrian Republic. In particular, the aim is to analyze 
whether there is a process of adjustment in which the randomly defined 
urban structure in Austria converges to a new steady state which, further-
more, possibly exhibits Z ip f s law. Therefore,  I calculate Zipf exponents 
for the 22 largest Austrian cities for all years for which I have data. 

In the first  few decades, there is little variation in the estimated coeffi-
cients. The parameter value slightly increases to 0.68 in 1934 and 0.69 in 
1948. Thus, i f anything, the adjustment process is very slow, even though 
the total population increases by about 7.4%. After World War II, then, 
changes in city size processes slightly accelerate. Now the distribution ap-
pears to converge gradually but still slowly to Zipf's law, with the expo-
nent rising from 0.73 in 1960 to 0.74 a decade later and 0.76 in 1980. 
However, figure 2.6 illustrates that in 1990 Vienna still dominates the Aus-
trian urban structure. In fact, the unchanged Zipf parameter of 0.76 is 
mainly the result of Vienna's oversize and, at the same time, the less-than-
proportionate size of Austria's second largest city, Graz. Indeed, when both 
cities are dropped from the sample, the Zipf exponent jumps to 1.19. 

Finally, it is worth to analyze the growth pattern of cities. Here, it turns 
out that it is one of the advantages of the Austrian sample that the relative 
position of cities inside the urban system is astonishingly stable. Similar to 

5 Nilsch 
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a) Log of City Size b) Rank 

9 10 11 12 13 14 15 

log(City size), 1910 

300 

250 

I 200 
ο 

i 150 

i  100 

1 50 
Ο 
ώ ο 

-50 
• · 

0 5 10 15 20 25 

Rank, 1910 

Figure 2.7: City Growth in Austria, 1910-90 

Eaton and Eckstein's (1997) findings for France and Japan, there is little 
variation in the upper tail of the distribution. In fact, 16 of the 22 largest 
Austrian cities in 1910 still belong to the top 22 in 1990.18 This stability, 
however, clearly limits the extent to which possible distortions introduced 
by sample bias may affect  the results. 

The left graph of figure 2.7 then displays the growth rates of the 19 sur-
viving cities from 1910 to 1990 and the log of city size in 1910. Similarly, 
the graph on the right hand side plots the growth rates against the rank in 
1910. In both cases, there is no obvious correlation between initial condi-
tions and later growth rates. Reporting formal regression results, table 2.6 
shows that the coefficient  on initial size is not statistically different  from 
zero. Thus, the growth rate of cities appears to be unaffected  from city size 
so that there is neither evidence for a catching-up of smaller cities nor for a 
process of divergence in which larger cities grow consistently faster than 
smaller ones. This result supports Eaton and Eckstein's (1997) finding of 
parallel growth of cities. 

1 8 Of the six cities which do not belong to the 22 largest cities anymore, three 
have ceased to exist. Atzgersdorf  has merged with Vienna, Eggenberg has become a 
part of Graz, and Urfahr is now a suburb of Linz. The other three cities are Möd-
ling (rank #24 in 1990), Stockerau (#36), and Neunkirchen (#65). These cities are 
replaced in the top 22 by Wolfsberg (#14), Bregenz (#15), Feldkirch (#16), Kapfen-
berg (#19), Traun (#21), and Amstetten (#22). 
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To examine Gabaix's (1999) hypothesis of growth variances being inde-
pendent from city size, the sample is sorted by size in the initial year and 
split into two halves. Table 2.6 then also reports variances of calculated 
log-growth rates for these two subsamples. Even though the variances vary 
a bit between both samples, an F-test indicates that these differences  are 
statistically not significant. In contrast to Gabaix's findings for France and 
Japan, there is also no consistent pattern of large cities displaying always a 
higher variance. For 1950-90, the upper half of the distribution confirms 
the theoretical reasoning that large cities have smaller variances. 

In sum, the Austrian experience basically supports Gabaix's (1999) ex-
planation for the emergence of Zipf's law. After a shock has disrupted the 
existing urban network, the national system of cities in Austria appears to 
converge to a new Zipf distribution, while both of Gabaix's necessary con-
ditions - random growth and equal variances across different  city sizes -
are met. The only remaining problem then is the surprisingly slow speed of 
convergence in Austria which probably can be explained by the relatively 
small variances in city growth rates. 

2.6 Summary 

This chapter examines the evolution of national city size distributions in 
a number of European countries over a period of up to 120 years. Inspired 
by recent attempts to explain the emergence of a Zipf distribution theoreti-
cally, the analysis focuses particularly on some of the underlying assump-
tions necessary to make these explanations work. Notably, the chapter ex-
amines empirically whether there is random growth across cities and 
whether also the variances of that growth rate are independent of city size. 
The results can be summarized as follows: 

1. I find that the national city size distributions in the sample mostly 
follow Zipfs law with reasonable precision. Even though there is some 
variation in the estimated Zipf exponents, they cluster around the ex-
pected value of 1. 

2. There is basically no evidence for some of the proposed explanations 
for deviations from an exponent of 1. Neither excluding the country's 
largest city nor holding the sample size constant over time consistently 
improves the results. 

3. The results do not support the claim that the growth rate of cities is 
independent of city size. An examination of the growth dynamics in 
40-year-intervals rather suggests that the relationship between city size 
and subsequent growth has changed over time. While large cities grow 
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2.6 Summary 69 

on average faster than smaller cities in an early development stage, 
there is convergence in later years. 

4. Also the hypothesis that the variance of growth rates is constant across 
different  city sizes is not robust. If variances differ  significantly across 
size groups, often smaller cities display larger variances. 

5. The natural experiment of the evolution of the Austrian city size distri-
bution after the break-up of the Austro-Hungarian Empire in 1918 
shows convergence towards a new Zipf distribution, while there is both 
random growth and equal variances across different  city sizes. This na-
tional example supports the explanation by Gabaix (1999). 
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Chapter 3 

Krugman and Livas Elizondo Revisited: 
Is There a Link Between Trade Policy 

and Urban Concentration? 

3.1 Introduction 

A very interesting contribution of the new economic geography literature 
is the recent claim that large urban metropolises are - at least in part - the 
result of protectionist trade policies. Inspired by the case of Mexico City 
and Sao Paulo, Paul Krugman has developed a simple theoretical model 
which shows that the opening of trade leads to a less concentrated urban 
system. The reasoning is that while in autarky firms have a strong incentive 
to choose production sites with good access to both inputs and consumers, 
there is only little advantage for a firm to be located in a country's largest 
city when an economy is open to international trade. 

In both presentations (Krugman and Livas Elizondo 1996, Krugman 
1996a), however, Krugman's model is only very roughly sketched. In fact, 
there are two basic deficiencies. On the one hand, the model incorporates a 
number of simplifying (and, of course, unrealistic) ad hoc assumptions. 
Vernon Henderson (1996), for example, notes that Krugman's results 
depend crucially on the assumption that domestic cities are equidistant 
from international markets. On the other hand, as the model is basically 
solved through simulations, it is surprising that no sensitivity analysis is 
provided. Krugman only varies his protection parameter and shows how 
this affects  the population concentration in the model without checking the 
robustness of his results. 

This chapter deals with both criticisms. In particular, I attempt to de-
velop a variant of Krugman's basic theoretical model that allows to analyze 
the following extensions. First, I divide overall transaction costs for ship-
ping goods between home locations and the "rest of the world" into trans-
portation costs and tariffs.  Basically, this has the advantage that it is possi-
ble to introduce a redistribution of tariff  revenues, i.e., a factor which is 
likely to speak in favor of protectionist policies (and, in fact, often has 
done so, especially in developing countries). On this point, Krugman and 
Livas Elizondo (1996, p. 144) plainly note " . . . we simply imagine that any 
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3.2 The Model 71 

potential revenue is somehow dissipated in waste of real resources - not 
too unrealistic a view, i f the rent-seeking story is to be believed." 

Even more important is, however, that a separate treatment of natural 
transport costs and artificial  trade barriers allows to discuss the critical 
range of protection. Krugman and Livas Elizondo (hereafter,  K-LE) simply 
assume a parameter value for the costs of transacting between domestic 
locations and then calculate the critical range for the protection parameter. 
Being fully confined on the mechanics of the model, they discuss neither 
their assumption nor their results. 

Second, with respect to Henderson's (1996) critique, I allow for different 
transportation costs between domestic cities and the "rest of the world". In 
fact, Henderson's point is quite intuitive. Suppose a country has only two 
locations, where one city is located near the border (e.g., at the coast) and 
the other is at an interior central site. I f in autarky all production is concen-
trated at one of these sites, the introduction of trade wil l not affect  urban 
concentration. More specifically, i f all production is at the border, it wil l 
remain there, while i f it is in the center it wil l either remain there (if the 
locational advantage of the border location is not large enough to induce a 
shift) or it wil l all shift to the periphery. In either case, the degree of urban 
centralization remains unchanged. 

Third, I address the effects  of trade liberalization on urban concentration 
for different  parameter values. This exercise is a robustness check which 
aims to analyze whether Krugman's results are indeed valid for the full 
range of plausible parameter values. 

The chapter is organized in the following way. Section 2 presents the 
theoretical model. Section 3 discusses the results of the simulations which 
show that K-LE's findings are not robust and largely depend on unreason-
able parameter assumptions. Section 4 provides some concluding remarks. 

3.2 The Model 

The following model is a slightly modified and extended version of a 
new economic geography model developed by K-LE. Both the notation and 
the description wil l closely follow their presentation to assure comparabil-
ity. Instead of purely focusing on the mechanics of the basic model, how-
ever, the extensions aim to provide a more realistic set-up and, effectively, 
to allow a discussion of the critical parameter values. 
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72 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

In order to use the simplest possible framework  for modeling both urban 
concentration in a country and international trade, I consider an economy 
which consists of only three locations. Two locations (labeled 1 and 2) are 
assumed to be domestic sites so that the relative size of these two cities 
measures the degree of urban centralization. The third location (labeled 0) 
represents the "rest of the world". Figure 3.1 illustrates the basic architec-
ture of the stylized world geography. 

There are two ways for interactions between these three locations. First, 
labor, which is the only factor of production, is freely mobile within a 
country but not across countries. Workers can move at no cost between lo-
cations 1 and 2 but cannot cross borders. Therefore,  given that the total 
national supply of labor (L) is fixed, we have L — L\ + L 2 . 

Second, goods can be shipped between locations. Transportation of 
goods, however, is costly. In particular, departing from K-LE, I divide 
overall transaction costs into natural transport costs (e.g., costs of the phy-
sical transportation of goods, costs of communications) and artificial  trade 
barriers (e.g., tariffs). 

3.2.1 Stylized World Geography 

Location 0 

Dor 
Loc 

Border 

Location Location 2 

Figure 3.1: Stylized World Geography 

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



3.2 The Model 73 

Following conventional practice, transport costs are assumed to be of Sa-
muelson's "iceberg" type: For every unit of goods that is shipped, only 
1 — φ unit of goods arrives, while the rest (φ of the good) melts on the 
way. Specifically, the cost of domestic transport wil l be represented as a, 
while that of cross-border transport between domestic locations 1 and 2 
and the "rest of the world" is given by b and c, respectively, where 
0 < a, b,c < 1. While K-LE always assume that domestic locations are of 
equal distance from international markets (b = c), it is one of the contribu-
tions of this extended model that it allows for the case where cities are of 
different  distances from the border. Then, without loss of generality, I 
assume that location 1 is the site on the country's periphery. This means 
that b < c. 

Also, tariffs  wil l be treated in the standard way. The government levies 
an ad-valorem tariff  t  on foreign goods. Specifically, it is assumed that the 
tariff  is levied as a proportion of the value of the good expressed in c.i.f. 
terms, i.e., including transportation costs.1 

In sum, for every unit of a good consumed, but not produced at home, 
consumers in location 1 wil l have to pay 

<3.0 V . - · ^ . 

(3.2) 
1 

for a good imported from location 0 and shipped from location 2, respec-
tively. Similar expressions can be derived for the consumers at each of the 
other locations. 

3.2.2 Wage Structure 

Following K-LE, I assume that each location is a linear city. In particular, 
it is supposed that workers live on a fixed unit of land and are effectively 
spread along a line. Production, however, takes place at a single central point 
(e.g., a central business district) so that workers must commute to work. If 
we, then, assume that the living space which each worker needs is one unit 
of land, the distance the last worker in location j  must commute is2 

1 Recent studies in the trading blocs literature suggest that the results are not 
qualitatively different  i f instead the probably less realistic f.o.b.-based assumption 
is used (see Frankel, Stein and Wei [1993, 1995]). 

2 Here the basic advantage of our assumption of a linear city becomes obvious as 
the commuting distance of the last worker is simply proportional to a location's 
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74 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

(3.3) 

Commuting costs are incurred in labor or, more specifically, in workers' 
time so that time spent commuting is time not spent working. In particular, 
suppose a worker is endowed with one unit of labor. I f he then must com-
mute a distance d, he arrives at the central business district with a net 
amount of labor to sell of only 

where 7 is a parameter capturing the constant marginal costs of commut-
ing, with 0 < 7 < 1. Accordingly, the last worker in location j  can sell an 
amount of labor net of commuting of S = 1 — 7 Lj. 

While workers who live close to the city center save time on commuting 
and are effectively  able to offer  a higher net amount of labor (and, thus, 
earn more money), they must pay an offsetting  land rent. In particular, it is 
assumed that the land rents always exactly offset  the locational advantage 
of being closer to the center. On the extremes, the last worker who lives on 
the edge of the city pays no land rent (as there is no locational advantage), 
but has the longest commuting distance, while the worker who lives inside 
the business district has no commuting costs, but has to pay a land rent 
which is identical to the commuting costs of the last worker. Therefore,  all 
workers receive the same wage net of both commuting and land rents. 
Figure 3.2 sketches the overall picture of the wage structure in a location. 

In order to determine this net wage, suppose that Wj is the wage rate per 
unit of labor paid in the business district. At the outskirts of the town, the 
last worker then receives a net wage of only (1 - 7 L j )  Wj  because of the 
time spent in commuting. As the land rent always compensates for this loca-
tional disadvantage, this is also exactly the wage net of both commuting and 
land rents for all workers. Therefore,  as a city becomes larger, the commut-
ing distance of the last worker increases and the net wage of all workers 
declines (for positive costs of commuting) as illustrated in figure 3.3. 

By multiplying the labor input per worker3 with the labor force Ly, the 
total labor input of a location is 

population while in a disk-shaped city it would depend on the square root of the 
population (Krugman [1996a, p. 14]). 

3 The labor input per worker in a location is simply the average of the labor 
input of the worker living in the center and the worker living at the edge of the 
city. 

(3.4) S= I -2-yd, 

(3.5) Zj=L;(  1 -0 .57 / , ) . 
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from center 

Figure 3.2: Wage Structure 

w = l .0; γ= 0.0 

"···.._ w = 1.1; γ= 0.2 

w = 1.0; γ= 0.2 

0.0 0.1 0.3 0.4 0.5 0.6 

Labor Force L, 
0.7 0.8 0.9 1.0 

Notes: The wage net of both commuting and land rents is defined as (1 - ι Lj)w, . 

Figure 3.3: The Relationship Between Labor Force and the Wage Level Net 
of Commuting and Land Rents 
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76 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

Labor Force Lj 

Notes: Labor input is defined as Z7 = Lj(  1 - 0.5 7 Lj). 

Figure 3.4: The Relationship Between Labor Force and Labor Input 

Figure 3.4 plots the labor input as a function of the labor force. It is 
shown that the labor input exactly matches the labor force as long as com-
muting involves no costs (7 = 0) (see also equation 3.4). The higher the 
overall commuting costs4, the lower is the labor input Zj and the larger is 
the deviation from the 45°-line. 

Given the total labor input of a location, the location's total income, in-
cluding the income of landowners but without an explicit redistribution of 
tariffs,  is 

(3.6) YJ = WjZJ· 

3.2.3 Consumer's Problem 

Suppose that there is a large number of symmetric goods or varieties 
being produced in the economy, and there is a much larger number of po-
tential products. A typical consumer, then, chooses from the menu of avail-

4 Note that the overall commuting costs are equally determined by the cost 
coefficient 7 and city size Lj. 
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3.2 The Model 77 

able goods (indexed by i)  to maximize the following constant elasticity of 
substitution utility function 

(3.7) υ = Σ,-C,· ' 
<7-1 

σ > 1 

where Cz is the consumption of the ith  good and σ  is the elasticity of sub-
stitution indicating the consumer's love for variety. 

Even though all goods enter symmetrically into the consumer's utility 
function, he or she wil l be paying different  prices for the consumption of 
varieties produced at home and shipped from other locations and, therefore, 
will consume them in different  quantities. Specifically, the first-order  con-
ditions for the consumer's problem in a domestic location (say location 1) 
yield the following relative consumption of a product imported from loca-
tion 0 and shipped from location 2, respectively: 

(3.8) Co. ι - Cu ( η ^ 

(3.9) C 2 . 1 = C l i ( ^ L ) - ; 

where Cjt k is the consumption of a typical good from location j  at location 
k.  Similar expressions can be derived for all other combinations of relative 
consumption pairs. 

3.2.4 Producer's Problem 

While commuting costs and land rents are diseconomies of agglomera-
tion working in our model as centrifugal forces, the production side pro-
vides advantages of concentration and, therefore,  introduces a compensating 
centripetal force. In particular, building on the familiar features of Dixit-
Stiglitz-type models it is assumed that agglomeration benefits arise from 
economies of scale which lead to imperfect competition. 

Each producer is a profit-maximizing monopolistic competitor. Free entry, 
however, drives profits to zero implying that every producer chooses to specia-
lize in producing a different  variety from other producers. Thus, a large con-
centration of population produces a large variety of differentiated  products. 

Assume, then, that the production of any good i  at location j  involves a 
fixed cost α and a constant marginal cost ß, so that the production technol-
ogy exhibits increasing returns to scale: 
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78 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

(3.10) Z ^ a + ßQij, 

where is total output and Zt j is the amount of labor used in producing 
that variety. 

Firms set the price to maximize the profit  function 77,y = Λ/β/, — 
(α + ßQtj) wj where 77,y is the profit  of the ith producer and P,·, is the price 
of the ith differentiated  product. Given the demand structure, where all 
goods enter symmetrically into demand, the profit-maximizing price is 

(3.11) P i j=-^-jßwj. 

Note that the price of each variety produced at location j  wi l l be the 
same since the parameters β, w,, and σ  are the same for all varieties pro-
duced at location j. 

Assuming free entry and free exit of firms, profits are driven to zero 
(77 = 0) and output per variety is given by 

α(σ  — 1) 
(3.12) Q= K J 

ß ' 

Thus, in equilibrium the production of each variety depends only on the 
cost parameters a and β and on the elasticity of substitution σ, which 
have been assumed to be identical for all goods. Given that the scale of 
output of each variety is constant, it is the number of goods produced at 
each location rij that depends on the size of the location in terms of labor 
(after commuting): 

(3.13) A . 
ασ 

To make matters easier, assume that - without loss of generality - the 
1 

fixed costs of setting up production of a new good is given by a = —. 
σ 

Equation (3.13), then, simplifies to 

(3.14) nj = Zj 

which basically implies that good bundles are defined in a way which 
make them equal to the net amount of labor supplied in any location. 

Also, marginal production costs are assumed to depend on the substitu-
σ — 1 

tion parameter taking the specific form β = . Accordingly, equation 
σ 

(3.11) can be reduced to 
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3.2 The Model 79 

(3.15) Pj  = wj 

so that the f.o.b. price of goods produced at any location is equal to the 
wage rate at the location's center. 

Extending K-LE's analysis, I allow for a government sector in the econ-
omy and, specifically, for a redistribution of tariffs.  I abstract, however, 
from modeling the process through which governments choose their tariff 
level and simply assume that a uniform tariff  rate t is imposed on the c.i.f. 
value of all imported goods. 

Thus, the total tariff  revenue in a domestic location j  (j  — 1,2) is 

The redistribution of the tariff  revenue is assumed to take the form of a 
transfer  to domestic consumers in lump-sum fashion so that revenues are 
simply added to a location's total income. Equation (3.6) then becomes 

Having laid out the basic model, the aim now is to determine the equi-
librium allocation of labor between the two domestic locations. As workers 
are freely mobile between locations 1 and 2, the equilibrium requires that 
all workers receive the same net real wage. In fact, it should be obvious 
that i f one of the locations offers  a higher net real wage this provides for 
workers an incentive to move. 

To solve the model for real wages, it is first  necessary to define consu-
mer price indices for goods consumed in each location. To simplify nota-
tion, it is useful to start with two definitions. First, the number of goods 
produced in any location as a share of world production is given by 

3.2.5 Government's Problem 

(3.16) 

(3.17) y.i  = *jZj  + Rj. 

3.2.6 Equilibrium 

(3.18) 
Σk nk Σ* Zk 

Second, Κ is defined as the total number of goods produced in the world 
raised to the power of 1/(1 - σ)  so that 
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80 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

(3.19) Κ = (n 0 + n\ + n2) ι~σ. 

Then, the price indices can be defined as 

(3.20) To  = K[X 0w l
0~a + Λ,νν;-" + X 2w\~ a\ 

1 -a 

1 —σ 

(3.22) 
1 - σ 

+Λ, 
1 -a 

1 —σ 1 —σ 

where I follow K-LE in assuming that exports to location 0 are not affected 
by any barriers to trade.5 

Accordingly, the net real wage in location j  can be defined as 

so that the adjustment mechanism towards an equilibrium allocation of do-
mestic labor between the two home locations can be assumed to take the 
form 

where any positive net real wage differential  provides an incentive for 
workers to move from location 2 to location 1 and vice versa. 

Having defined the price indices, we can now solve the model for the 
nominal wage rates at domestic city centers. Consider, then, how consu-
mers in a location, say location 0, spend their income: 

(3.25) Y 0 = n0 P0.o G.o + Λ.ο Ci .ο + n2 P2.o C2 ο 

Substituting relative consumption pairs as derived in equations (3.8) and 
(3.9) and the price index in location 0, we can derive the total demand of 
consumers at 0 for a typical good from location 1 : 

5 As the analysis in this chapter exclusively focuses on the equilibrium allocation 
of labor between the two domestic locations and takes the "rest of the world" as 
given, this assumption has no qualitative impact on the results. 

(3.24) 
dL, 

~d7 
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(3.26) Ρ i.oCi.o — Υο 
L To J 

and similar expressions for the expenditure of each location's consumers on 
goods either imported or produced at home. 

As the total income of a location is simply the global expenditure on 
goods produced at this location (leaving tariff  revenues aside for a 
moment), we have 

(3.27) w\Z\ — ri\ 

or, after some algebra, 

w ι , 
+Yi 

W 1 

(3.28) w  j = [Y 0T^ 1 + Τΐ- ι + Υ 2([\-α]Τ 2)σ-

Similarly, we can derive an expression for the net wage rate paid at the 
central business district of location 2: 

(3.29) u>2 = [YqT°~ {  + K,([l -α]Τ χ)σ-χ + Υ 2ΤΪ- χ]°. 

As the above system of equilibrium conditions is nonlinear, it cannot be 
solved explicitly. So, following K-LE, the model is solved through numeri-
cal simulations. In particular, for any given allocation of labor between do-
mestic locations 1 and 2, the total number of products produced at each 
location can be determined and the equations for incomes ([3.6]), price in-
dices ([3.20]—[3.22]) and wage rates ([3.28] and [3.29]) are then solved si-
multaneously. Finally, using (3.23), the real wage rates are obtained and 
the real wage differential  can be calculated. 

3.3 Simulation Results 

While K-LE have demonstrated the basic mechanics of the model, the 
intention of this chapter is to check the robustness of their results and to 
allow for some extensions. In particular, the aim is to analyze whether the 
model really yields a strong positive linkage between the openness of an 
economy and the degree of population concentration as K-LE suggest. 

6 Nitsch 
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82 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

3.3.1 Replicating Krugman and Livas Elizondo (1996) 

In a first  application, I check that the slightly modified version of 
K-LE's model which now incorporates transport costs and tariffs  separately 
does in fact encompass their results. To allow comparability, I use exactly 
the same parameter values without discussing their plausibility. 

Assume, then, that L= 1, σ = 4, η — 0.2, Zq = 10 and a — b — 
c = 0.286 (which is comparable with K-LE's assumption of τ — 1.46). 
Further, an initial degree of protection of t  — 0.307 (again identical with 
K-LE's figure of p = 1.837) is assumed. 

Following K-LE, I calculate the real wage differential ω\ - ω2 for any 
combination of the distribution of labor between the two domestic sites. 
Plotting this wage differential  against the labor force in one of the domestic 
locations, say location 1, then nicely illustrates the equilibrium distribution 
of workers and, therefore,  the degree of urban centralization. 

In particular, an equilibrium requires that the wage differential  between 
the two cities is zero so that workers have no incentive to move. Such an 
equilibrium is only stable, however, i f the schedule is downward sloping so 
that any deviation from that equilibrium allocation implies that there are 
incentives to move back to that equilibrium. A positive wage differential, 
for example, induces workers to move to location 1 and, therefore,  in-
creases the size of location 1 and reduces the wage premium. If the wage 
differential  is zero and the schedule is upward sloping, the equilibrium is 
unstable. Then, any incremental shift away from that equilibrium allocation 
of labor would, according to our dynamics, provide incentives for other 
workers to move and, thus, drive the distribution further  away from that 
equilibrium. 

Finally, there may also be corner equilibria. If, for example, all workers 
are concentrated in location 1 and there is also a positive wage differential, 
i.e., location 1 offers  a higher wage rate than location 2, there is no incen-
tive to move and workers stay in location 1. 

Figure 3.5 then plots the real wage differential  for the full range of possi-
ble allocations of labor in the domestic economy using the different  "criti-
cal" protection parameter values as suggested by K-LE. Contrary to K-LE, 

6 Krugman and Livas Elizondo (1996) define transport costs in a way so that the 
c.i.f. price of a good shipped is τ times its f.o.b. price. Therefore,  comparing with 

the formulation in the model laid out above, we have τ = —-—. 
1 - a 

7 In particular, we have ρ = - or, for identical transport costs between 
1 — b 

domestic and foreign locations {a = b), ρ = (J + t)r. 
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Notes: The following parameters were used in the simulations: L = 1: σ - 4; η = 0 . 2 ; Zq = 10: 
a = b = c = 0.286 ( r = 1.4). 

Figure 3.5: Replicating Krugman and Livas Elizondo (1996) 
Using Their Parameter Values 

however, I get for all parameters qualitatively identical results. There is one 
stable equilibrium in which population is evenly distributed between the 
two locations. In appendix C, I show in a step-by-step calculation that this 
finding also results from K-LE's original model.8 

This finding is particularly striking for two reasons. First, using exactly 
K-LE's parameter values, I surprisingly observe results which are both 
quantitatively and qualitatively different  from that of K-LE. Second, and 
even more important, the simulation results suggest that K-LE's claim that 
there is a linkage between trade policy and urban concentration is not 
robust. In the example above, the modification of the protection parameter 
has no effect  on urban concentration. For all different  degrees of protec-
tion, the model yields identical equilibria in which a country's population is 
equally divided between two locations. 

8 I have also tried a number of simulations varying the other parameters to allow 
for the possibility of typing errors. I was unable, however, to replicate Krugman 
and Livas Elizondo's (1996) results using variants of their parameter values. 

6* 
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Only for significantly higher values of the protection parameter, I am 
able to replicate K-LE's results (at least qualitatively). Assume, then, that 
we have t  — 1.14 (comparable to ρ = 3.0 in K-LE's original formulation). 
As shown in graph (a) of figure 3.6, the only stable equilibria are those 
allocations in which the country's population is concentrated in one of the 
two locations. The equilibrium in which each location accommodates half 
of the country's population is unstable. 

In a second step, the degree of protection is slightly reduced so that the 
economy becomes more open. As the graph in the middle of figure 3.6 
illustrates, the equilibrium in which the population is evenly divided be-
tween the two locations is now stable. But, also the two corner equilibria in 
which the total population is centralized in either location 1 or location 2 
are still stable. Moreover, between those stable allocations there are two 
unstable equilibria. 

Finally, graph (c) of figure 3.6 shows what happens if the economy 
opens up further  (t = 0.857). Now, the equal-division allocation is the only 
stable equilibrium. 

In sum, for certain parameter values, I observe K-LE's pattern in which 
the internal geography of an economy depends on its degree of openness. 
Figure 3.7 illustrates this result, showing how the equilibrium allocation of 
domestic labor varies with the rate of protection where solid (dotted) lines 
represent stable (unstable) equilibria. In a completely open economy with 
zero tariffs,  the only stable equilibrium is with production evenly distrib-
uted between the two domestic sites. On the other hand, when protection is 
high, the only stable equilibria are with workers completely concentrated in 
one of the two locations. Between those two outcomes, there is a narrow 
range of protection in which both kinds of urban structures (i.e., dispersion 
and complete centralization) are possible. 

3.3.2 Sensitivity Analysis 

While K-LE's approach to explain the existence of urban metropolises as 
a consequence of protectionist trade policies is both innovative and surpris-
ing, it is particularly disappointing that they neither discuss their assumed 
parameter values nor provide a robustness check of their results. This, how-
ever, comes uncomfortably close to what Τ. N. Srinivasan (1993, p. 85) 
once has called "theory without relevance". 

Therefore,  in a second application, I analyze the plausibility of K-LE's 
parameter choices and examine whether their results are also valid for 
more realistic parameter values. While it is useful to normalize the total 
domestic labor force  L to be one and it is also fairly conventional to 
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Notes: The following parameters were used in the simulations: L= 1: σ  = 4; 7 - 0 . 2 ; Ζυ = 10: 
a = b = c = 0.286 ( r = 1.4). 

Figure 3.6: Replicating the Results of Krugman and Livas Elizondo (1996) 
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Location 1 Labor Force L, 

Protection parameter ρ 

Figure 3.7: Equilibrium Allocation of Labor as a Function 
of the Rate of Protection 

assume a substitution parameter 
1 

of 0.759, I wil l pay special attention 

to the marginal costs of commuting 7, the net labor input in the "rest of the 
world" Z 0 and to transaction costs. In particular, it is one of the contribu-
tions of the model presented in this chapter to allow for a separate treat-
ment of natural and artificial  barriers to trade. 

Let us start then with the marginal costs of commuting. To get an idea 
about a reasonable magnitude of this parameter remember that commuting 
costs are incurred in labor. Using equation (3.5), a value of 0.2 implies that 
workers in large metropolises spend on average about one fifth  of their 
total working time commuting (see also figure 3.4 for an illustration). As-
suming a net working day of 8 hours, this would imply an average one-way 
commuting time of one hour in the largest cities. As a rough estimate, this 

9 See, for example, the discussion in Krugman (1991a, p. 19) and Frankel (1997, 
p. 167 and appendix D). 
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3.3 Simulation Results 87 

seems to be not too unrealistic so that I wil l keep K-LE's assumption of 
7 = 0.2 in all following simulations. 

In a next step, it is necessary to get an idea about the magnitude of 
transaction costs. Here, K-LE simply assume that for shipments between 
the two domestic locations the ratio of import values, including insurance 
and freight,  to export values is about 1.4 without providing any comment 
whether their assumption is reasonable. This ad hoc procedure is even 
more surprising as there have been recently considerable attempts to get 
realistic estimates of the magnitude of transport costs in international 
trade. Jeffrey Frankel (1997) and Frankel, Stein and Wei (1995), for 
example, provide a thorough empirical analysis of costs to doing business 
at a distance. Although there is generally wide variation in shipping costs 
across commodities and across countries10, they report as a first  crude 
measure a total worldwide c.i.f./f.o.b.  ratio of about 1.06. This is, how-
ever, considerably lower than the value K-LE have assumed for a coun-
try's internal  trade. Given that in Frankel, Stein and Wei's (1995, p. 90) 
sample the mean distance between countries on the same continent (dif-
ferent continents) is 2,896 (11,776) kilometers, and the average distance 
within countries can be assumed to be considerably smaller11, the true 
intra-national shipping costs wil l probably be only a fraction of the world-
wide average.12 

Specifically, Frankel (1997, pp. 198-200) uses the estimate of world-
wide shipping costs of about 6 percent and attempts to separate roughly 
between inter-continental and intra-continental transport costs, obtaining an 
estimate of about 9 to 10 percent for the former  and about 2.5 percent for 
the latter. As it is likely, however, that the c.i.f./f.o.b.  ratio understates 
the costs of trade by focusing solely on the cost of physical transport, I 
assume a value of a = 0.05 (for internal trade) and b = c = 0.15 (for in-
ternational trade).13 

1 0 David Hümmels (1998, 1999) provides a detailed discussion of rare data on 
international shipping costs. 

1 1 Recently, there has been an intensifying discussion in the trade literature about 
the "correct" method of estimating average distances for doing trade within coun-
tries (see, for instance, Wei [1996] and Nitsch [2000]). 

1 2 Admittedly, it is possible that due to the poor condition of the transportation 
infrastructure  in developing countries, the costs for shipping goods within those 
countries could be higher than a simple comparison with the worldwide average 
suggests. Recent research by Amjadi and Yeats (1995), however, shows that inter-
national transport costs for developing countries do not differ  much from that of 
developed countries with the exception of Africa. 

1 3 A number of studies in the trading blocs literature argue that transportation 
costs within continents are so small that they can be neglected for the purpose of 
simplicity. This practice, however, has been criticized by Nitsch (1996). 
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88 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

Finally, considering the net labor input outside of the home country, 
the premise should be to assume that the domestic economy is a small 
country compared to the "rest of the world". Given that the total domestic 
supply of labor is normalized to be one and, therefore,  the total net labor 
input in the home economy can be very close to one14, K-LE's assump-
tion of Zq — 10 implies that the share of the home economy in world 
production is near one-tenth. As K-LE, however, particularly claim to 
analyze the linkage between urban metropolises and trade policies in de-
veloping countries, this assumption is quite unreasonable. Perhaps with 
the exception of China and India, all developing countries have popula-
tions less than one-tenth of the world population. Moreover, as in our 
model the number of varieties produced in an economy is given by its net 
labor input, it has to be noted that there is no developing country which 
produces different  varieties that even come close to one-tenth of the vari-
eties available in the world. Therefore,  in the following simulation, I wil l 
use a parameter value of Zq = 100.15 

Having discussed the range of reasonable parameter values, it is now 
possible to analyze whether K-LE's results are robust in this parameter 
space or whether their findings are sensitive to their crude and highly un-
realistic assumptions. 

Figure 3.8 presents the results of this simulation plotting again the real 
wage differential  for all possible labor allocations in the domestic econ-
omy. It is easily observable that the results do not qualitatively differ  for 
various rates of protection. In particular, I have varied the tariff  rate from 
0% (i.e., free trade) to an extreme of 1,000%. In each case, there is only 
one stable equilibrium in which workers are evenly distributed between the 
two sites. The rate of protection only determines the speed of adjustment 
towards this equilibrium. 

This shows, however, that K-LE's theoretical claim that urban metro-
polises are an unintended by-product of protectionist trade policies is - be-
sides of being not robust - not valid for reasonable parameter values. Spe-
cifically, K-LE's simulation results depend crucially on their assumption of 
extremely high values of transportation costs. Accordingly, Krugman's 
model is an interesting theoretical exercise but falls short of explaining the 
giant size of primate cities in developing countries. 

1 4 For example, when the fixed supply of domestic labor L — 1 is evenly distrib-
uted between the two sites, the net labor input in the economy is Ζ = 0.95. 

1 5 In simulations not reported here, it turns out, however, that this assumption 
has no qualitative impact on the results. 
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3.3 Simulation Results 89 

Notes: The following parameters were used in the simulations: L - 1: σ  = 4; η = 0 . 2 ; Z 0 = 100: 
α = 0.05; b = c = 0Λ5. 

Figure 3.8: Real Wage Differentials  Using More Plausible Parameter Values 

3.3.3 Allowing for Different  Distances Between Domestic Locations 
and the ROW 

In this application, I will analyze Vernon Henderson's (1996) critique 
that Krugman's (1996a) results depend on the assumption that domestic 
cities are equidistant from international markets. In particular, Henderson 
claims that the opening of trade has no impact on the degree of urban con-
centration as long as a country's population is fully centralized. 

To allow for comparability with K-LE's original results, I wil l use their 
unreasonable parameter values as benchmark case. Further, different  dis-
tances between domestic sites and the "rest of the world" are introduced by 
slightly lowering the transportation costs for shipments between locations 0 
and 1 (and, accordingly, between domestic locations 1 and 21 6 ) . Specifi-

1 6 This is due to the implicit assumption that intra-national trade should be at 
least as cost-attractive as any cross-border trade. In fact, evidence from John 
McCallum (1995) suggests that international borders matter a great deal. Even 
though the border between Canada and the U.S. is commonly assumed to be one of 
the most easily passable lines in the world and, therefore,  to have relatively little 
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90 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

cally, I set a = b = 0.25 and keep the original value of c = 0.28 ( = 0.4/1.4) 
for shipments between the interior central site 2 and the "rest of the 
world". 

Figure 3.9 shows the results. In the top panel, the real wage differential 
is plotted for a very high tariff  rate of 200%. As before for protectionist 
trade policies, there are two stable corner equilibria in which domestic 
labor is either concentrated in location 1 or in location 2. We also observe, 
however, that both sites are not equally attractive anymore. While in the 
benchmark case, the larger city offered  in autarky a real wage premium, 
now site 1 which is closer to international markets has a locational advan-
tage and, therefore,  offers  a higher real wage even i f it is initially smaller 
than location 2. In our specific parameter space, the interior location wi l l 
only attract workers i f it initially comprises at least 70% of the total 
domestic population. 

In graph (b), protection is lowered to a tariff  rate of 100%. Supporting 
Henderson's (1996) intuition, we find that there is a positive wage differen-
tial for the full range of possible labor allocations so that location 1 always 
offers  a higher wage rate than location 2. Even i f all production was pre-
viously concentrated in location 2, it wi l l all shift to the border location. 
This increased attractiveness of the outside location is due to the growing 
importance of international trade as trade barriers are lowered. 

Finally, the tariff  rate t  is reduced to 50%. As illustrated in the lower 
panel of figure 3.9, the model now yields a stable equilibrium in which the 
domestic population is divided between the two sites, with location 1 
having a larger share of the total population than location 2. This implies, 
however, that - contrary to Henderson's intuition - the locational advan-
tage has become less important. As in K-LE's original model, the opening 
of an economy to international trade weakens the centripetal forces which 
create and support a single large metropolis. Offsetting  centrifugal forces 
provide incentives for the creation of new cities so that lower rates of pro-
tection lead to a less concentrated urban system. 

In sum, then, a tariff  reduction first  increases and then lowers the loca-
tional advantage of the border location. Even if domestic cities have differ-
ent distances to international markets, K-LE's result that the opening of 
trade reduces the degree of urban concentration remains valid - given their 
unrealistic parameter space. Thus, Henderson's general claim that trade has 
no impact on urban concentration in Krugman's model i f domestic cities 
are not equidistant from international markets is wrong. 

effect  on trade, McCallum (1995) and Helliwell (1996, 1997) find that Canadian 
provinces trade about twenty times more with each other than they do with 
U.S. states of similar economic size and proximity. 
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Location 1 Labor Force 

b)t=\.0 

Location 1 Labor Force 

Notes: The following parameters were used in the simulations: L = 1; σ = 4; η = 0 . 2 ; Zo = 10; 
a = b = 0.25; c = 0.286. 

Figure 3.9: Assuming Different  Distances Between Domestic Locations 
and the Rest of the World 
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92 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

3.3.4 Allowing for a Redistribution of Tariff  Revenues 

As in the model presented in this chapter transaction costs are divided 
into natural and artificial  barriers to trade, I wi l l now examine the robust-
ness of the results to a redistribution of tariff  revenues. Intuitively, the 
impact should be limited as tariff  revenues, which are simply introduced in 
the model as some additional income (see equation [3.17]), make up only a 
small share of total income. Moreover, returning to the baseline assumption 
of cities being equidistant from international markets, workers in both do-
mestic locations benefit equally from revenues depending on their con-
sumption share of imported goods. 

It should also be noted, however, that tariff  revenues provide an incen-
tive for protectionist trade policies. Therefore,  our intuition suggests that as 
a country gets more open to international trade, a redistribution of tariff 
revenues tends to support the initial status quo of a closed economy, i.e., in 
K-LE's case a monocentric regional structure. 

As noted above, allowing for a redistribution of tariff  revenues affects 
only a location's total income while the income derived from producing 
goods and the definition of price indices remain unchanged. Equations 
(3.28) and (3.29) then become 

j_ 

(3.30) w, = [K0 7J-1 + Υ\(Τ\~ σ - D | ) _ 1 + Y 2(\ - α)σ~\τ\~ σ - D2)~x}° 

and 

(3.31) w2 = [Y Q Tq~ 1 + y,( l - df-\T\-° - Z),)~l + Y 2(T {
2-° - D2 )- '  ]  σ -, 

respectively, where 

(3.32) ^ Ϊ Τ Ζ Η Τ ^ 0 ] 

and 

, χ ' / ' + ' V " 7 

(3.33) 

Figure 3.10 presents the results of this simulation. Again, I use K-LE's 
unreasonable parameter values to illustrate the mechanics of the model. 
The solid lines then show the real wage differential  with a redistribution of 
tariffs  and, to allow comparability, the dotted lines show the wage differen-

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



3.3 Simulation Results 93 

Location 1 Labor Force 

bi t= 1.000 (p=2.8i 

Notes: The following parameters were used in the simulations: L = 1; σ = 4; η = 0 . 2 ; Zq = 10; 
a = b - c — 0.286 ( r = 1.4) Solid (dotted) lines show the wage differential  with (without) a redis-
tribution of tariff  revenues. 

Figure 3.10: Allowing for a Redistribution of Tariff  Revenues 
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94 Chap. 3: Is There a Link Between Trade Policy and Urban Concentration? 

tial without an explicit redistribution of tariff  revenues (taken from figure 
3.6). Two features are noteworthy. First, the qualitative results remain basi-
cally the same as in the benchmark case. This supports K-LE's approach to 
simplify the model by assuming a dissipation of revenues. Second, as our 
intuition has suggested, the incorporation of a redistribution of tariff  reven-
ues slightly lowers the critical range of protection. As an economy liber-
alizes its trade policies, tariff  revenues lower the incentives for the creation 
of new cities and, therefore,  a more balanced urban structure. 

In sum, however, the additional insights given by an explicit formulation 
of a tariff  revenue redistribution are small. The basic results remain qualita-
tively unchanged. 

3.4 Conclusions 

Paul Krugman has recently argued in a series of papers (Krugman and 
Livas Elizondo 1996, Krugman 1996a) that there is a linkage between trade 
policy and urban concentration. Setting up a simple theoretical model, he 
shows that a trade policy that closes off  the domestic market can lead to 
the emergence of a single large city, while a policy of opening an economy 
to international trade wil l support a more balanced urban structure in which 
a metropolis can lose its dominant position. This contribution of the new 
economic geography is interesting for at least two reasons. 

First, it suggests a strong relationship between trade policy and urban 
economics and, therefore,  proposes a new (or at least underemphasized) 
way to think about differences  in urban concentration across countries. In 
particular, given a long history of import-substituting industrialization poli-
cies in developing countries it provides a very interesting and intuitive ex-
planation for the existence of giant urban metropolises in the Third World. 

Second, it provides an useful basis for some empirical tests. While there is 
a huge and old empirical literature trying to explain differences  in regional 
structures across countries, their hypotheses are often based on plain ad hoc 
reasoning. Moreover, most of these studies incorporate the same standard set 
of explanatory variables of which openness is only rarely a part. 

While there have been recently a number of attempts to examine the em-
pirical side of Krugman's contribution (Ades and Glaeser [1995] and 
Moomaw and Shatter [1996], for instance, find some mild support), there 
has been surprisingly little interest in examining his theoretical set-up. This 
chapter aims to fi l l this gap. In particular, the aim is to provide a sensitiv-
ity analysis for K-LE's simulation results as their analysis is exclusively 
focused on the mechanics of the model. 
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3.4 Conclusions 95 

Using an extended version of K-LE's model then, several features and 
variants of the theoretical model are investigated. The results can be sum-
marized as follows. 

First, K-LE's claim that in their model trade has an impact on urban con-
centration is not robust. It is shown that i f one starts in a particular region 
of parameter space, trade does not affect  urban concentration. 

Second, given their stylized world geography, K-LE's results are not 
robust for reasonable parameter values. Specifically, the sequence of equili-
bria K-LE focus on depends on unrealistic high values of transportation 
costs. 

Third, Henderson's (1996) intuitive critique that Krugman's results 
depend on the assumption that all cities are equidistant from international 
markets is not supported by the model. Simulations show that even i f a 
location is near the border and comprises in autarky all domestic labor, the 
opening of trade leads to the emergence of a new city that can be at an 
interior site, i.e., further  away from international markets. 

Fourth, extending the model for a redistribution of tariff  revenues has no 
qualitative impact on K-LE's results. 

In sum, K-LE's model is a nice theoretical exercise but has only limited 
value for analyzing real world issues. 
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Chapter 4 

Does Openness Reduce Urban Concentration? 
Evidence from 120 Years of European Data 

4.1 Introduction 

One of the most striking empirical features in urban economics is the 
large difference  in urban concentration across countries. In Austria, for ex-
ample, about 20 percent of the total population live in the nation's largest 
city, Vienna, while in neighboring Switzerland, the comparable ratio is con-
siderably smaller, with Zurich containing less than 6 percent of the popula-
tion. As there is no obvious reason, why extremely different  shares of a 
country's population are concentrated in the main city, a huge and still 
growing literature seeks to explain these differences  in urban primacy. 

An interesting recent contribution in the debate is a paper by Paul Krug-
man and Raul Livas Elizondo (1996). Inspired by the giant size of Mexico 
City, they develop a simple theoretical model in which protectionist trade 
policies are a major cause of large central cities. More generally, arguing 
that "international trade theory and urban economics cannot, ultimately, be 
regarded as wholly separate disciplines" (p. 150), they suggest that there is 
a direct linkage between trade policy and urban concentration. 

As this insight of Krugman and Livas Elizondo's more or less theoretical 
exercise is, on the one hand, novel and fascinating and, on the other hand, 
quite easily testable, it is surprising that, to date, there has been relatively 
little effort  to check this hypothesis empirically. In fact, the only thorough 
test I know of has been provided by Alberto Ades and Edward Glaeser 
(1995) who find in a cross-section sample of 85 countries that the share of 
trade in GDP is indeed negatively related to the size of the largest city, 
providing mild support for Krugman and Livas Elizondo (1996). Their re-
sults, however, are not very robust. The coefficient  on openness, for exam-
ple, loses significance if a Latin America dummy is included in the regres-
sions. Moreover, Ades and Glaeser report some anecdotal evidence in the 
form of historical case studies where large cities grew  as a result of trade 
and commerce, i.e., suggesting exactly the opposite relationship. In sum, 
the empirical evidence for Krugman and Livas Elizondo's thesis that urban 
concentration is negatively related to international trade is both rare and far 
away from being convincing. 
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4.1 Introduction 97 

This chapter provides a new attempt to examine the relationship between 
an economy's exposure to foreign trade and urban concentration. In particu-
lar, it contributes to the literature along several lines. First, the analysis is 
explicitly focused on only one region of the world, Europe. As a closer 
look reveals, this focus offers  at least two advantages. On the one hand, 
there is only a limited loss of information. In fact, European countries offer 
a wide variety of country and population sizes, population densities, per 
capita incomes, trade openness', and, as already noted, urban concentra-
tions. On the other hand, i f the analysis is focused on only a few countries, 
often a lot of additional information is available. In particular, the focus on 
Europe allows to examine (reliable) historical data. 

Therefore,  the second contribution of this chapter is to analyze the asso-
ciation between trade policy and urban development not only in cross-coun-
try fashion but also in time series dimension. As figure 4.1 illustrates there 
has been considerable variation in the openness ratio of European countries 
across time. While the aggregated trade-to-GDP ratio has more than 
doubled in the time period from 1870 to 1913, it collapsed from 1913 to 
1945 and then recovered to its pre-World War I level from 1945 to 1990. If 
Krugman and Livas Elizondo's (1996) theoretical reasoning is correct, one 

Notes: The share of trade in GDP is calculated as the weighted average of the trade-to-GDP ratio for 
individual countries. 

Figure 4.1: The Evolution of the Openness Ratio in Europe 

7 Nilsch 
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98 Chap. 4: Does Openness Reduce Urban Concentration? 

should expect that such huge long-term shifts in the openness of European 
countries have had a considerable impact on the evolution of large central 
cities in Europe. 

Finally, the empirical analysis in this chapter is not confined to only one 
measure of urban concentration. While Ades and Glaeser (1995) use almost 
exclusively the absolute size of a country's main city as their dependent 
variable, this chapter examines the impact of trade policy on several 
measures of urban centralization in a country. 

This chapter, then, is in five parts. Section 2 describes the basic determi-
nants of urban primacy. Section 3 gives a brief  description of the data. Sec-
tion 4 presents the results, and section 5 concludes. 

4.2 Potential Causes for Urban Concentration 

Generally, the question about discrepancies in urban primacy around the 
world, i.e., why the size of the largest city relative to total population dif-
fers across nations, is only a variant of the more fundamental question why 
economic activity is not evenly distributed across space. As this problem is 
at the heart of location theory, one of the oldest fields in economics, a 
huge literature has evolved over the last century which aims to investigate 
the factors behind the wide variation in the size of urban metropolises.1 

Not surprisingly, several explanations have been proposed in the litera-
ture. As it seems hard, however, to believe that large central cities are the 
result of only a single exogenous factor (e.g., a protectionist trade regime), 
this section explores a number of reasons which can plausibly contribute to 
an empirical explanation of the observed differences  in urban concentra-
tion. In particular, the analysis focuses - besides trade policy - on three 
forces: (i) economic development; (ii) concentration of political power; and 
(iii) transportation infrastructure. 

4.2.1 Economic Development 

To urban economists it is very well known that there are close interac-
tions between urbanization and the economy.2 Examining the sign of the 
relationship between economic development and urban concentration, how-

1 The earliest study which Glenn Carroll (1982) cites in his interesting review of 
empirical studies about city size distributions is a German paper published in 1913. 

2 Krugman and Livas Elizondo (1996) have recently emphasized that the strong 
link between urban concentration and economic development has been analyzed 
almost exclusively by urban economists, while development economists have lar-
gely ignored this subject. Specifically, they note that "[ i ]n the development litera-
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4.2 Potential Causes for Urban Concentration 99 

ever, there are equally convincing arguments for both sides. On the one 
hand, it is quite obvious that i f a large fraction of a country's population is 
working in sectors which depend on immobile natural resources such as 
agriculture and mining, the scope for urbanization wil l be limited. In the 
extreme case of an economy solely based on agriculture (e.g., in a society 
of hunters and gatherers), there wil l be no population concentration at all. 
This reasoning implies, however, that industrialization, i.e., a shift in eco-
nomic structure away from the primary sector of an economy (often asso-
ciated with economic development3), wil l raise the level of urbanization 
and, accordingly, increase the extent to which an economy can centralize in 
a single location. 

Moreover, agglomeration and urban concentration itself provide eco-
nomic benefits (agglomeration economies). By concentrating in the same 
place, firms can benefit from a pooled labor market for specialized work-
ers, a larger variety of inputs in production, and informational spillovers, as 
has been already noted in the late nineteenth century by Alfred Marshall 
(1890 [1920]). But i f cities have attributes which positively affect  the pro-
ductivity and the growth of the economy, then urban centralization may 
also be positively correlated with economic development.4 

On the other hand, there is also an intuitive line of reasoning suggesting 
exactly the opposite relationship. As an economy industrializes, this tends 
to increase the size of the domestic market. When local demand thresholds 
are passed, a growing number of firms wil l find it attractive to locate away 
from the center to serve regional markets in order to save transport costs. 
High income, then, should allow a country to support a network of inter-
mediate-sized cities. In fact, Rosen and Resnick (1980) find that wealthier 
countries have more evenly distributed populations. 

Given this ambiguity about the sign of the linkage, a number of econo-
mists have even argued that there is a nonmonotonic inverted U-shape rela-
tionship between economic development and urban concentration, i.e., that 
economic development initially increases and then decreases urban pri-
macy.5 The empirical evidence on this point, however, has been mixed. 

ture [...] urbanization in general and the growth of giant cities in particular are 
addressed obliquely, if at all" (p. 138). 

3 Ades and Glaeser (1995), for example, report a sample correlation of 0.849 
between the share of the labor force outside of agriculture and GDP per capita. 

4 An alternative hypothesis would be that economic development is correlated 
with urbanization and population density, but not with urban concentration. 

5 Therefore,  Krugman's (1996a, p. 12) claim that it is a stylized fact that "per 
capita income is negatively related to measures of urban concentration" is - to say 
the least - a bit surprising. In fact, recent studies (e.g., Ades and Glaeser [1995] 
and Moomaw and Shatter [1996]) have not found significant coefficients  on GDP 
per capita. 

7* 
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100 Chap. 4: Does Openness Reduce Urban Concentration? 

While time series analyses often provide support for the inverted U-curve 
hypothesis, cross section evidence has been less conclusive.6 

4.2.2 Political Power 

It is one of the contributions of recent empirical work in the new eco-
nomic geography literature to have reemphasized the role of government 
and politics in determining city size. Bradford De Long and Andrei Shleifer 
(1993), for example, present evidence showing that absolutist governments 
have inhibited city growth in preindustrial Europe. Discussing the failure of 
Zipf's law in many countries due to unproportionately large central cities, 
Krugman (1996b, p. 41) notes that "[t]hese primate cities are typically poli-
tical capitals; it is easy to imagine that they are essentially different  crea-
tures from the rest of the urban sample." Most explicitly, however, Ades 
and Glaeser (1995, p. 195) argue that "political forces,  even more  than eco-
nomic  factors , drive urban centralization." (emphasis added) 

The basic idea behind an association between politics and urban primacy 
is that spatial proximity to political power usually increases political influ-
ence. In some cases, then, there can be strong incentives to be near the 
government. Dictatorships, for example, often ignore the needs of the poli-
tically weak hinterland so that it may be highly attractive for rural workers 
to move to the capital. Also weak governments can be expected to raise the 
size of the central city: By transferring  resources to the capital, they try to 
enhance the probability of their re-election and effectively  attract rent-seek-
ing migrants. In sum, undemocratic institutions, political instability and dic-
tatorships should favor urban concentration. 

4.2.3 Transportation Infrastructure 

The bulk of urban and regional economics explains the demand for cities 
by the desire to minimize transport costs. When transportation is costly, 
firms can eliminate distance by locating close to each other. Thus, the in-
centive for industries to cluster together will, at least in part, depend on 
internal transport costs. The less efficient  the national transport network 
and, thus, the more expensive the transportation of inputs and final pro-
ducts, the more firms wil l concentrate in one location. Alternatively, a fall 
in the costs of moving goods should lead to a more equal distribution of 
economic activity.7 

6 Junius (1999) provides an useful survey of the empirical literature on the 
U-curve relationship between urban primacy and economic development. 

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



4.3 Data 101 

However, a better infrastructure  does not always decrease urban concen-
tration. In fact, there is an equally intuitive argument which suggests that 
an improvement of the physical infrastructure  of a country may also pro-
mote  urban centralization. Only the ability to transport goods over longer 
distances made agglomerations possible in the first  place.8 More generally, 
since lower transportation costs allow a city to service a larger hinterland, 
an efficient  transport network may generate larger central cities. Krugman 
(199Id) formalizes this effect.  In his two-regions-model, a fall in transpor-
tation costs works in favor of regional divergence (through the possible 
realization of stronger backward and forward  linkages) where, for transport 
costs below a critical level, complete concentration in one region is an 
equilibrium. Reviewing the empirical evidence, Krugman (1996a, p. 13) 
refers  to results from Rosen and Resnick (1980) and notes that "[c]ountries 
in which the capital city has a uniquely central position ... tend, not too 
surprisingly, to have more populous capitals". 

Taken together, these points imply that the association between internal 
transport costs and concentration is ambiguous. Thus, by controling for a 
country's transportation infrastructure,  I implicitly test for both alternative 
hypotheses. 

4.3 Data 

4.3.1 Data Sources 

My sample comprises data from 13 European countries9, covering the time 
period from 1870 to 1990 in 10-year-intervals. The countries were selected 
to provide the most complete set of historical data. Nonetheless, I lose sev-
eral observations mostly in dealing with the countries' population structure. 

7 This point has been most strongly made by Edward Glaeser. In a recent paper, 
Glaeser (1998, p. 144-5) notes that "[t]he geographical concentration of manufactur-
ing industries [in the U.S.] has fallen significantly over the past 15 years ... perhaps 
reflecting the decreased importance of fixed costs and transport costs." He con-
cludes that " [ i ] f cities' only advantage was eliminating transport costs for manufac-
tured goods, then cities would indeed cease to exist." In addition, Ades and Glaeser 
(1995) provide empirical evidence indicating that countries with low internal trans-
port costs tend to have less populous capitals. 

8 Discussing the birth of urbanism, economic historian Paul Bairoch (1988, p. 
11) points out that "the existence of true urban centers presupposes not only a sur-
plus of agricultural produce, but also the possibility of using this surplus in trade. 
And the possibilities of trade are directly conditioned by the size of the surplus 
relative to the amount of ground that has to be covered in transporting it from one 
place to another, for distance reduces the economic value of the surplus." 

9 The countries are Austria, Belgium, Denmark, Finland, France, (West) Ger-
many, Italy, the Netherlands, Norway, Portugal, Spain, Sweden, and Switzerland. 
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102 Chap. 4: Does Openness Reduce Urban Concentration? 

In compiling the data, there were basically two sets of problems. A first 
issue refers  to inconsistencies in the construction of the city population fig-
ures which were taken from national statistical yearbooks. In particular, the 
definitions of metropolitan areas are likely to differ  across countries. Some-
times the numbers comprise the whole agglomeration while in some cases 
they refer  only to the central city. Accordingly, the city population data are 
not directly comparable between countries. As there is no indication, how-
ever, that the data in particular countries are consistently biased by expli-
citly referring  to wider agglomerations instead of cities, the impact on the 
empirical results should be limited. 

A related problem is that as agglomerations often grow over time and 
merge with surrounding cities, the geographical areas referred  to by na-
tional statistical agencies may differ  across time. With the formation of 
Greater Berlin in 1920, for instance, reporting census data for former  cities 
such as Charlottenburg was ceased, and - according to national statistics -
Berlin's population more than doubled within five years, rising from about 
1.7 million in 1915 to 3.8 million in 1920. On average, however, this effect 
is likely to cancel out in the time series dimension. With growing agglom-
erations, the true impact of the explanatory variables on city size wil l be 
first  underestimated and then overestimated. 

A second difficulty  is caused by the numerous changes which have taken 
place in national boundaries. In principle, it is possible to adjust for those 
frequent border redrawings (and, thus, abrupt changes in country character-
istics such as land area and total population) with no immediate  impact on 
the population of a country's largest city by including a persistence vari-
able. In this chapter, however, I basically deal with this problem by taking 
most of the historical data series (e.g., level of GDP, GDP per capita) from 
Maddison (1995) who already corrects for territorial change. In particular, 
Maddison's data refer  exclusively to the present territory of the countries. 

The flipside of having a consistent basis in terms of geographical area is 
that at least in some cases urban primacy is not related to actual, but cor-
rected country data. This problem, however, should be of minor impor-
tance, largely for two reasons. First, with the exceptions of Austria and 
Germany, territorial changes in most countries in the sample affected  only 
a small proportion of the total area so that the impact on the overall coun-
try data should be negligible. In Spain and Portugal, for example, there 
were no border changes at all. 

Second, whenever feasible, explanatory variables are entered into the re-
gressions not in levels but in ratios or shares. The idea is that territorial 
changes should have had only a rather limited impact on variables such as 
a country's overall GDP per capita or on the share of labor force outside of 
agriculture. 
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In sum, only in the cases of Austria and Germany I face serious pro-
blems in ignoring border changes and using level data based on present-day 
country size rather than correct territory. The Republic of Austria, for ex-
ample, was established in 1919 comprising only about one-sixth of the 
former  Austro-Hungarian Empire. Accordingly, explaining Vienna's popula-
tion before 1919 by focusing on data comparable with Austria's present 
size would clearly yield distorted results. Also Germany was affected  by 
significant territorial changes. Between 1918 and 1923, for instance, Ger-
many lost about 12 percent of its population (Alsace-Lorraine, Memel, 
Danzig, Eupen and Malmedy, Saarland, North Schleswig and Eastern 
Upper Silesia). More importantly, Maddison's (1995) estimates refer  to the 
geographical area of former  West Germany and, thus, comprise in some 
cases less than one-half of the official  German territory at that t ime.10 

Therefore,  to minimize the errors introduced by the basic strategy of 
using data referring  to present boundaries, I depart from the time-consis-
tency approach in compiling the data for the two countries in the sample 
with the most dramatic territorial changes, Austria and Germany. Specifi-
cally, I allow for a marked reduction in country size and, thus, a break in 
level data (such as area, GDP, and population) in 1920 and 1950, respec-
tively. As Maddison's (1995) adjusted data are then only applicable for the 
time period after that date, pre-break level data are constructed from Mitch-
ell (1992) who reports actual population figures. Given this population 
data, GDP numbers comparable to Maddison's estimates are calculated by 
multiplying population with Maddison's GDP per capita. Thus, I implicitly 
assume that the frontier  change has not affected  the country's GDP per 
capita.11 

A second modification is chosen for German data. Due to the special 
geographical and political position of Berlin after World War II, I refrain 
from using Berlin as Germany's largest city after 1945 and focus instead 
on the largest city in the contiguous territory of former  West Germany, 
Hamburg.12 

Having explained the basic procedures to derive the data, appendix D 
provides a detailed description of the data sources. 

1 0 Maddison (1995, p. 131) himself notes that, on the basis of the geographic 
distribution in 1936, GDP generated within the boundaries initially fixed for the 
Federal Republic was only 56.9% (excluding Saarland and West Berlin) or 64.3% 
(if the Saar and West Berlin are incorporated) of that within the 1936 boundaries. 

11 This assumption is justified by Maddison (1995, table H-2) who confronts 
actual and adjusted estimates of GDP per capita for Germany and reports only 
minor differences.  In 1870, for example, actual German GDP per capita ( 1821 $) is 
about 95% of Maddison's estimate for GDP per capita adjusted to 1990 frontiers 
(1913 $). 

1 2 None of the results reported are qualitatively affected  by this choice. 

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



104 Chap. 4: Does Openness Reduce Urban Concentration? 

4.3.2 Alternative Measures of Urban Primacy 

The vast empirical literature on the determinants of urban primacy has 
not only identified a large number of potential explanatory variables show-
ing a statistically robust linkage with urban concentration, but also has 
occasionally reported ambiguous or even contradictory results on a variety 
of single explanatory variables. Discussing the relationship between trade 
openness and urban primacy, Krugman (1996a, p. 13), for example, notes 
that "[b]efore the Rosen and Resnick (1980) study [finding a negative rela-
tionship between openness and concentration] most writing on primacy as-
sumed that export orientation would tend to increase  primacy. ... One can 
hardly deny that this effect  has existed in some times and places; the evi-
dence that the effect  runs the opposite way is not overwhelming. This kind 
of ambiguity arises in any attempt to summarize the richness of cross-na-
tional variation with a short list of explanatory variables." 

While the potential candidates for explaining those differences  in empiri-
cal findings range from the analysis of different  time periods to the use of 
different  samples and the application of different  estimation methods, it 
also appears that at least some of the discrepancies in the empirical results 
can be traced back to differences  in defining measures of urban concentra-
tion. In fact, as there is no generally agreed upon measure of urban pri-
macy, most empirical papers, while often shortly discussing different  ways 
to define urban centralization, concentrate the analysis on a single measure 
of urban primacy which is obviously preferred  by the respective author(s). 
Ades and Glaeser (1995), for example, focus exclusively on the absolute 
population of the largest city. Moomaw and Shatter (1996) define primacy 
as the largest city's share of a country's urbanized population. Other 
authors construct even more complex variables largely based on sophisti-
cated distribution measures such as Herfindahl indices or coefficients  on 
the Pareto distribution. 

Given this variety of primacy measures, it is one of the contributions of 
this chapter to allow for different  indices of urban concentration as de-
pendent variables. Specifically, four measures of urban primacy are used to 
examine the relationship between trade openness and urban concentration, 
each having its own advantages and shortcomings and throwing light on 
slightly different  aspects of population concentration. 

The first  measure, then, is the absolute number of inhabitants in a coun-
try's largest city as recently used by Ades and Glaeser (1995). Strictly 
speaking, this is not a direct measure of concentration since the size of a 
country's largest agglomeration should be strongly affected  by the coun-
try's total population, with more populous countries also having larger 
cities. Not surprisingly, then, Ades and Glaeser (1995, table 3) report that 
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in their sample the country's main city size is most highly correlated with 
the country's total population (with a correlation coefficient  of 0.537). 
However, after correcting for this relationship by including a country's total 
population into the regression as an explanatory variable, the population in 
a country's main urban agglomeration is a feasible measure of population 
concentration. 

In a slight modification of this regression specification, the share of the 
largest city in total urban population is used as dependent variable.13 This 
ratio has been widely used in the literature (see, for example, Moomaw and 
Shatter [1996] for a recent application). The main difficulty  with this index 
(and also with the first  measure) is, however, that it largely ignores the size 
distribution of cities below the largest agglomeration. To compensate at 
least partly for this deficiency, variants of the primacy index have been for-
mulated covering a larger number of cities. Junius (1999), for example, has 
also calculated the share of the two, three, and four largest cities in total 
population, respectively. His results, however, were basically identical for 
those modified indices as dependent variables. In my sample, the correla-
tion between the ratio of the largest city to a country's total population and 
the ratio of the two largest cities to total population is 0.979. 

A third primacy measure relates the largest city to the population in the 
second largest metropolitan area. Focusing exclusively on the upper bound 
of the size distribution of cities, this ratio illustrates more directly the dom-
inance of a country's largest agglomeration. Again, however, the measure 
provides no information about the size distribution of cities below the top 
two largest. Variants of this index, therefore,  include a larger number of 
cities in the denominator. Rosen and Resnick (1980), for example, calculate 
ratios of the largest city to the sum of the top five and the top 50 cities, 

1 3 Note that both formulations yield mathematically different  regression equa-
tions. In the first  specification, we have 

ln(C/7Y) = a + 0! In {POP) + ... 

which is mathematically equivalent to 

ln(C/7T) - ßj  In {POP) = a + ... 
or 

while the second measure yields the specification 
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106 Chap. 4: Does Openness Reduce Urban Concentration? 

respectively. However, their modifications provide largely no new insights 
as there is a strong correlation of 0.922 between the two measures. Also 
due to lack of sufficient  data, then, the empirical analysis in this chapter 
applies the most simple formulation of this index, focusing on the ratio 
between the two largest cities of a country. 

Finally14, following Wheaton and Shishido (1981) and others, an Η index 
of concentration is computed which is defined as 

where C/7T/ is the population of city /, POP  is the country's total urban 
population, and η is the number of cities included in the calculation of the 
index. In contrast to the previous measures, the basic advantage of this 
index is that it considers the size distribution of all  cities within a system. 
As is familiar from the application of comparable distribution measures in 
other contexts (such as market segmentation), the Η index can vary be-
tween 0 and 1, with large values of Η indicating a higher population con-
centration. In the extreme case of Η = 1, the total population of a country 
is concentrated in a single city. A number of studies also emphasize the 
interesting economic insight of the reciprocal of Η, measuring the number 
of equal-sized cities which would generate the urban population. 

The main difficulty  in calculating the Η index is the definition of the 
cut-off  point, i.e., how many cities should be included in the computation 
of H. Here it has become common procedure to include the largest ag-
glomerations of a country that account for a given fraction of the total 
urban population. An alternative definition of including all cities above a 
fixed population size, say larger than 100,000, would distort the results 
for small countries. In this study, the cut-off  is (limited by data availabil-
ity) set at 60% of the total urban population in a country15 and, thus, 

1 4 The list of primacy measures discussed above and used in the following analy-
sis is far from being exclusive. For example, an also frequently used measure, 
which offers  the advantage of considering the entire spectrum of city sizes, is the 
Pareto exponent. Starting from the assumption that the city-size distribution can be 
expressed in mathematical form as 

where R is the number of cities with population S or more, Λ is a constant and S is 
the population of the city, the exponent ν shows deviations from the "rank-size 
rule", with values of ν > 1 indicating a more evenly distributed population. 

1 5 In a number of cases, even this bound is not reached. As Morris Adelman 
(1969) illustrates, however, the impact of this loss of information on the value of 

(4.1) 

R = AS'" 
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Table  4.1 

Simple Correlations 

MAINCITY MAINSHARE FIRSEC HCONC 

Absolute Population 1 0 0 

of Main City 
(MAINCITY) 

Share of Main City -0.20 1.00 
in Total Urban Population 
(MAINSHARE) 

Ratio of Main City 0.22 0.41 1.00 
to Second Largest City 
(FIRSEC) 

Η Concentration Measure -0.15 0.94 0.34 1.00 
(HCONC) 

somewhat lower than, for example, Wheaton and Shishido's (1981) cut-off 
of 70%. 

Having explained the details of constructing different  measures of popu-
lation concentration, table 4.1 gives simple correlation coefficients.  Interest-
ingly, the interaction is weak in most cases, supporting the assumption that 
different  measures also reflect different  aspects of urban concentration. The 
only correlation which is significantly high is between the share of the lar-
gest city in total urban population and the Η concentration measure. Given 
the large similarity in constructing both measures, this finding is not too 
surprising, but also suggests that the additional insight gained by incorpor-
ating the city structure below the largest city is rather limited in this 
sample. 

Figure 4.2 visualizes these observations showing weighted averages of 
the variables of interest across time. Given the familiar pattern in trade 

the Η measure can often be neglected. Consider, for example, the city structure in 
France in 1980. My data set comprises all 104 cities with a population of more than 
50,000, summing up to a total population of 12.05 million. Given a total urban 
population of about 42 million, then, the available city data covers only 28.7% of 
urban population in France, considerably less than the conceived cut-off  of 60%. 
The calculated Η of the 104 largest cities is 0.0040. At a maximum, however, there 
could be 263 ( = [0.6 * 42 - 12.05]/0.05) more cities, each with a weight of 0.12% 
in urban population (=0.05/42). Their contribution to Η would be 0.0004 
( = 263 * [0.05/42]2) so that the maximum Η for France in 1980 would be 0.0044. 
But even this upper bound result, although more precise, would be only marginally 
different  from the initially calculated Η value of 0.0040. 
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a) Absolute Population of Main City b) Share of Main City in Total Population 
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Notes: The solid line represents the concentration measure (right scale) and the dotted line is the openness 
ratio. 

Figure 4.2: The Evolution of the Openness Ratio and Measures 
of Urban Concentration 
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openness, no clear correlation with the various measures of urban concen-
tration is evident. For example, the absolute size of the largest city has in-
creased in almost every decade since 1870, apparently reflecting overall 
population growth, while there has been a strong downwards trend in the 
ratio between a country's largest and second largest city. A third pattern is 
provided by central city size corrected for a country's population. Both re-
lated measures, the share of the largest city in total population and the 
Η concentration measure, have risen in the first  half of the time period 
under investigation and have fallen since then to values even below the 
1870 level. 

4.4 Results 

4.4.1 Replicating Ades and Glaeser (1995) 

The first  set of estimates attempts to replicate the results in Ades and 
Glaeser (1995) who find in a cross sample of 85 countries a statistically 
significant negative relationship between the share of trade in GDP and the 
size of the largest city. Specifically, the aim is to analyze whether their 
finding is also valid for a European (sub)sample of 13 countries, which 
were - with the exception of Sweden - also all included in Ades and Glae-
ser's original analysis. Moreover, focusing on almost the same time period, 
averaging data for 1970, 1980 and 199016, has the advantage of using ex-
clusively high-quality data. Thus, possible problems in constructing the his-
torical data set can be ignored. The basic shortcoming of this cross-country 
exercise, however, is the small sample size of only 13 observations which 
clearly limits the degrees of freedom. Robustness checks, therefore,  apply 
alternative estimation methods which allow to explore jointly the informa-
tion from separate years (instead of averaging data for the whole time 
period). 

Table 4.2 presents the results. Column (1) repeats Ades and Glaeser's 
(1995) benchmark regression which relates the log of average population in 
the main city to a standard set of controls: a capital city dummy, the log of 
non-urbanized population, the log of urbanized population outside the main 
city, the log of land area, the log of real per capita GDP, and the share of 
the labor force outside of agriculture. None of these explanatory variables 
has a coefficient  that is statistically significant at conventional levels of 
confidence. Given that also in Ades and Glaeser's study with 85 observa-
tions not all estimated coefficients  are significant 17, this is not too disap-

1 6 Ades and Glaeser (1995) use averages of 1970, 1975, 1980 and 1985 observa-
tions. 
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4.4 Results 1 1 1 

pointing. Interestingly, however, even the scaling variables such as popula-
tion or land area which control for the size of a country have no predictive 
power for the population size of the country's largest city. Taking into ac-
count that the adjusted R 2 is nevertheless quite respectable at 0.72, this 
result suggests that the regression specification apparently misses an impor-
tant explanatory variable. It is also possible that the result suffers  from the 
small sample size and the limited degrees of freedom. 

As I am particularly interested in the relationship between openness and 
urban concentration, regression (2) includes the average share of trade in 
GDP as an additional independent variable. Three points are noteworthy. 
First, the estimated coefficient  on openness is negative and statistically 
highly significant, indicating that a rise in the share of trade in GDP by 
1 percent is associated with a reduction in the size of the largest city by 
about 3.7 percent. Holding population constant, this result provides some 
first  support for Krugman and Livas Elizondo's (1996) hypothesis of a ne-
gative relationship between trade openness and urban concentration. More-
over, the estimated effect  is considerably larger than Ades and Glaeser's 
(1995) finding of -0.6 for a sample of 85 countries. 

Second, with openness included, the overall estimation results improve 
considerably. The fit of the regression is excellent, with an adjusted R 2 of 
0.96. This suggests that openness captures a large share of the difference  in 
the size of the largest cities. To analyze the relationship between an econ-
omy's exposure to international trade and the size of its largest city in 
more detail, figure 4.3 provides a simple scatter plot of the ratio of trade to 
GDP and the log of the population in the main city. The figure illustrates a 
strong negative correlation (of -0.751) between the two variables. Highly 
open economies such as Belgium and Switzerland have metropolises which 
are small in absolute size, while relatively closed economies (e.g., Spain, 
France, and Italy) have the largest cities in the sample. As there is a well-
known association between country size and openness, with larger countries 
being relatively less open to trade18, this finding itself is not surprising. 
The surprising fact is rather that this expected pattern is apparently mostly 
captured by the openness measure in the sample, while the coefficients  on 
both land area and urbanized population are statistically less significant. 

1 7 Only the log of non-urbanized population, the log of land area and the share 
of labor force outside of agriculture have statistically highly significant coefficients. 

1 8 Jeffrey Frankel (1997, p. 57), for example, notes that "[a] Singapore or a 
Luxembourg is highly dependent on trade, in part because it lacks many natural 
endowments and because it lacks room to exploit economies of scale in the 
domestic market. ... There is an additional reason for this pattern. Interstate trade in 
the United States is considered domestic; interstate trade within the European Union 
is considered international trade." 
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Figure 4.3: Share of Trade in GDP and Population in Main City, 1970-90 

Finally, also the coefficients  on most of the other explanatory variables 
become statistically significant in regression (2). The estimated coefficient 
on the capital city dummy is now statistically highly significant (at the 1 % 
level), indicating that main cities are on average 45 percent larger i f they 
are also capital cities19 - a magnitude which is comparable to Ades and 
Glaeser's result of an elasticity of 0.42. Thus, even in a sample which in-
cludes almost exclusively countries with an established democratic political 
system (with the exceptions of Portugal and Spain in 1970), I find support 
for Ades and Glaeser's claim that political power attracts population. Inter-
estingly, I also replicate their somewhat surprising empirical result that of 
the two population controls only the log of non-urbanized population is sta-
tistically significant. The positive coefficient  of about 0.5 indicates that 
more populous countries have larger central cities, with urban areas grow-
ing about half as much as their countries' (non-urban) populations. In con-
trast to this finding, the coefficient  on the log of land area (which is statis-
tically significant at the 5% level) takes the wrong sign, suggesting that 

1 9 In my sample, three out of 13 cities are not the capital of their respective 
country (Antwerp/Belgium, Hamburg/Germany, Zurich/Switzerland). This is a con-
siderably larger share than in Ades and Glaeser's study who report that 77 of the 85 
large cities in their sample are also capitals. 
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4.4 Results 113 

geographically larger countries tend to have smaller  cities. As the partial 
correlation between country size and main city population, however, is po-
sitive (with a coefficient  of 0.614), the estimated coefficient  on land area 
possibly reflects a spurious correlation after controlling for the effects  that 
more populous and more closed economies have larger metropolises. As 
expected, the share of the labor force outside of agriculture is positively 
associated with the size of the main city. A 1 percent increase in the frac-
tion of the population that is not working in the agricultural sector tends to 
raise the size of the largest city by about 16 percent. At first  sight, this 
elasticity appears to be implausibly large. However, given that the sample 
mainly consists of highly industrialized countries with only small devia-
tions from an average non-agricultural labor share of 0.95, this result is not 
unrealistic. Contrary to expectations, the estimated coefficient  on per capita 
income is actually negative, indicating that a 1 percent rise in GDP per 
capita decreases the size of the main city by about 2.9 percent. It is worth 
remembering, however, that the share of labor outside of agriculture al-
ready controls for a country's state of industrial development, suggesting 
that this variable captures even more-than-proportionally the expected posi-
tive effect  of economic development on city size. This interpretation is con-
sistent with Ades and Glaeser's (1995) findings who report that in their 
sample the coefficient  on income (although positive) loses size and signifi-
cance whenever they also control for the non-agricultural labor share. 
Moreover, the results might be distorted by an outlier. The country with the 
highest per capita income in the sample, Switzerland, has on average the 
second smallest main city. 

As the most obvious problem in this type of regression (using period 
averages) is the small sample size, I provide a number of robustness 
checks. In a first  attempt, I reduce the number of explanatory variables to 
increase the degrees of freedom. In particular, I drop the log of urbanized 
population (regression 3) 2 0 which has been found to have no predictive 
power for the population size in the main city and the log of land area 
(regression 4) from the list of explanatory variables. As expected, departing 
from Ades and Glaeser's standard set-up does not affect  the basic results. 
In fact, the only slight reduction in the adjusted R 2 from 0.96 to 0.91 sug-
gests that not much information is lost. The most notable change, then, is 
the fall in magnitude in the estimated coefficient  on openness by more than 
one-third. This apparent sensitivity of the estimated elasticity to the exclu-
sion of land area supports the intuition that the implausible negative coeffi-

2 0 I also tried running regressions with the country's total population outside the 
main city as an explanatory variable instead of entering a country's non-urbanized 
and urbanized population separately. Merging both initial measures of a country's 
population size into a single variable, however, did not improve the results. 

8 Nitsch 
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114 Chap. 4: Does Openness Reduce Urban Concentration? 

cient on land area21 is indeed the result of a misspecification so that I use 
regression (4) as my preferred  specification. 

Columns (5) to (7) present separate regressions for the years 1970, 1980 
and 1990 to make sure that the previous findings for period averages are 
not driven by a specific year. As shown, the basic regression results hold 
for all individual years. Most notably, the estimated coefficient  on the share 
of trade in GDP is always statistically significant, but varies between -1.6 
and -2.5 across different  years. 

The results in table 4.3 deal even more explicitly with the issue of small 
sample size. In particular, I apply different  pooling techniques to take fuller 
account of the available information for the time period from 1970 to 1990. 
In a first  step, regressions (1) and (2) combine observations from the differ-
ent years, using the method of a seemingly unrelated regression (SUR). 
Specifically, I estimate a system of three year-specific equations with sepa-
rate intercepts for each year, but impose a constancy restriction on the re-
maining parameters. Having increased the number of observations to 39, 
the basic results are qualitatively unchanged from the comparable OLS re-
gressions with averaged data. The estimated coefficient  on the variable of 
interest, openness, turns out to be negative and statistically highly signifi-
cant at the 1 % level. The magnitude of the estimated elasticity, however, is 
lower at about -1.4. 

Columns (3) and (4) report regressions with pooled data for 1970, 1980 
and 1990 in which dummy variables for 1970 and 1980 (not shown) cap-
ture time effects.  Although the overall results appear to be somewhat 
weaker, this set-up basically confirms previous findings. As before, the 
share of trade in GDP enters negatively and statistically highly significant. 
It is also interesting to note that in both specifications which use a larger 
number of observations the coefficient  on the log of land area is far from 
significant, supporting my initial decision to ignore this variable in the pre-
ferred  specification of regressions examining period averages and yearly 
data. Moreover, the regressions strongly suggest that the previously implau-
sible result of a negative coefficient  on GDP per capita is not robust. Con-
trary to the estimates for averaged data, per capita income is neither in 
SURs nor in OLS regressions with pooled data statistically different  from 
zero. 

In a further  exercise in sensitivity analysis, I drop observations for Aus-
tria and Germany to make sure that the results are not affected  by distorted 
data due to border changes.22 Columns (5) to (7) of table 4.3 display the 

2 1 Junius (1999) also finds a negative relationship between country size and 
urban concentration and explains this result by arguing that a large land area appar-
ently increases the probability of forming several metropolises. 
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116 Chap. 4: Does Openness Reduce Urban Concentration? 

results for different  estimation techniques. As shown, the estimated coeffi-
cients are virtually unchanged from the regression specifications using the 
larger sample of countries so that I can rule out that the results are driven 
by distorted or corrected data. 

To check the robustness of the finding of a negative association between 
openness and the size of the largest city, I experiment with various exten-
sions of my benchmark specification. In particular, I follow Ades and Glae-
ser (1995) in entering a number of additional control variables. Table 4.4 
shows the results. Note that these regressions include the complete set of 
independent variables considered in regression (4) of table 4.2, but the 
table only reports the estimated coefficients  on the two variables of particu-
lar interest to avoid clutter. Regressions (1) and (2) then examine the trade-
city size connection in more detail by including additional measures on the 
openness of a country. In a first  step (column 1), I add the average ratio of 
import duties to total imports. This variable is intended to capture the 
impact of protectionist trade policies on the size of the largest city. Specifi-
cally, given a negative relationship between openness and main city size, I 
would also expect that a larger share of tariff  revenues is associated with a 
more populous central city. The estimated coefficient  on the import duties/ 
imports ratio is indeed positive and significant so that there is some support 
for the intuition. Two points, however, are noteworthy. First, with a coeffi-
cient which is significant only at a 10% level of confidence, the variable 
has only weak predictive power. Second, the estimated coefficient  on open-
ness is largely unaffected  and remains highly significant. A possible expla-
nation for this result is the generally low level of tariffs  in industrialized 
countries. Moreover, as most of the countries in my sample are members of 
a common customs union, the European Union, a large share of their inter-
national trade is actually free of tariffs. 23 Hence, differences  in the ratio of 
import duties to imports do not necessarily indicate different  trade policies, 
but may mainly reflect differences  in the regional and commodity struc-
tures of the countries' international trade position. 

A better way, then, to discriminate between different  trade policies may 
be to focus on actual tariff  rates as a measure of a government's intention 
to protect the domestic market. The result (column 2), however, is even 
weaker than the finding for effective  protection. Although the average tariff 

2 2 Even a very crude analysis suggests that persistence effects  might play an im-
portant role. While Austria has about the same population size as Belgium, Portugal 
and Switzerland, its largest city, Vienna, has on average four times as much inhabi-
tants as the main cities in other countries of comparable size. 

2 3 In fact, compiling the data from the IMF's Government  Finance  Statistics 
Yearbook , no entry is found for the Netherlands' revenues from import duties in 
1990 as the actual figure is less than half of the reported digits. 
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1 1 8 Chap. 4: Does Openness Reduce Urban Concentration? 

rate also enters positively, the coefficient  is insignificant while the coeffi-
cient on the share of trade in GDP remains unchanged. 

In regressions (3) and (4), I control for the internal infrastructure  of a 
country. It has often been argued that internal transport costs are an impor-
tant determinant of the national urban structure, although the sign of the 
relationship is a priori unclear. My results do support this ambiguity. On 
the one hand, I find a highly significant, positive coefficient  on the log of 
railway density, indicating that countries with a better developed railway 
infrastructure  have larger cities. On the other hand, the log of passenger 
cars per capita enters negatively and significant, indicating that countries 
which are better equipped with passenger cars measured in relation to the 
country's total population tend to have on average smaller main cities. 
Most notably for my point of interest, however, the estimated coefficient 
on the share of trade in GDP remains quantitatively unchanged and is sta-
tistically highly significant for both transportation variables. 

Finally, also controlling for the political structure of a country does not 
change the finding of a robust negative relationship between openness and 
city size. Column (5) includes a dictatorship dummy which takes a value of 
one if the country in question had a dictatorial regime in 1970. In effect, 
the dummy assignes a value of one to the two Southern European and least 
developed countries in my sample, Portugal and Spain. However, the esti-
mated coefficient  is statistically not significant, even though it has the cor-
rect sign. Consistent with their theoretical discussion, Ades and Glaeser's 
(1995) find a positive coefficient  on a dictatorship dummy, indicating that 
countries with a political system which ignores the political rights of their 
citizens have on average larger cities. 

As my sample mostly comprises countries with a democratic political 
structure, columns (6) and (7) add variables which reflect the stability  of 
the political system. Both controls, however, enter with insignificant coeffi-
cients which, in addition, take different  signs, suggesting that in my sample 
political instability has no impact on city size. 

In sum, the results largely confirm Ades and Glaeser's (1995) findings 
for a subsample of 13 European countries. In fact, given the immense sta-
tistical problems raised by the small size of my sample, the results are sur-
prisingly robust. Most notably, I find a tight and robust negative relation-
ship between the openness of a country and the size of its largest city. 
Moreover, there is also strong support for the hypothesis that main cities 
are on average larger i f they are also capital cities. 
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4.4 Results 119 

4.4.2 More Years of Data 

While in a first  set of estimates I basically tried to replicate Ades and 
Glaeser's (1995) empirical results, I now begin to explore the advantages 
of my data set. In particular, I use the availability of historical data to 
check whether the negative empirical association between openness and 
main city size is robust over time. In the previous section, results applying 
data for separate years have shown that the estimated coefficient  on open-
ness consistently turns out to be significant at conventional levels of confi-
dence. Moreover, the coefficient  is in all cases clearly negative and eco-
nomically large in magnitude. Nonetheless, there is some variation in the 
economic and statistical significance of the coefficient  on the share of trade 
in GDP across individual years. 

As I have data going back to 1870, I repeat the regressions for the indi-
vidual years 1970, 1980, and 1990 for each of the earlier decades using, 
for comparability, the same set of control variables. Table 4.5 displays the 
results. At a first  look, there is - as before - considerable variance in the 
results for separate years. Starting with the estimates for 187024, all coeffi-
cients have the expected, theoretically correct sign and are statistically 
highly significant. Most notably, openness has a measurable negative 
impact on the size of the largest city with an estimated elasticity of -7.6 
which is more than three times higher than that found for later years. With 
an adjusted R 2 of 0.99, the fit of the regression is excellent. 

In the following decades, the overall results are generally weaker with, 
for instance, the coefficients  on per capita income and the non-agricultural 
share of the labor force losing statistical significance. Also the estimated 
coefficient  on the trade-to-GDP ratio is smaller in size and becomes statisti-
cally insignificant. Although the coefficient  consistently turns out to be ne-
gative, with the exception of 1920, the estimated elasticity is typically well 
below 0.5 and, thus, considerably smaller than in the estimates for the time 
period from 1970 to 1990. Beginning in 1880, then, only two controls enter 
consistently with statistically significant coefficients.  The capital city 
dummy is positive and with values around 1.0 somewhat larger in magni-
tude than in the regressions for the period from 1970 to 1990. Not surpris-
ingly (given previous results), also the coefficient  on the non-urban popula-
tion of a country turns out to be highly significant, taking the expected 
positive values. 

2 4 As I have no data on the structure of the labor force in Portugal in 1870 and 
1880 and the non-urbanized population in the Netherlands (1870-1890), Portugal 
(1870-1880) and Spain (1870), columns (1) to (3) include less than 13 observa-
tions. 
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4.4 Results 1 2 1 

The results again change after 1940. The most interesting difference  is 
that the coefficient  on the variable of interest, openness, although still not 
statistically significantly different  from zero, more than doubles in magni-
tude. The value of about -1.8 is not very different  from the significant esti-
mates for later years. 

In summary, the year-specific estimates provide some interesting in-
sights. First, even though differences  in results for separate years should be 
interpreted with care due to the small sample size, there is convincing evi-
dence that the initial regression results for the period from 1970 to 1990 
are not robust over time. In particular, I find considerable variation in the 
predictive power of some controls. As both the magnitudes and the signifi-
cance levels of those variables, however, are often robust for a number of 
consecutive years, this variation is apparently not the result of measurement 
problems or data inconsistencies, but rather seem to reflect structural 
changes. It is also interesting to note that in its actual specification the fit 
of the regression consistently decreases in the first  half of this century. 
While the adjusted R 2 is above 0.86 in 1900, the controls explain less than 
60% of the variation in the log of main city population in 1950. 

Second, the finding of a negative association between trade exposure and 
the size of a country's largest city is confirmed for 1870, but does not hold 
for later years. This means that the share of trade in GDP enters only sig-
nificant in four separate years (of which three - 1970, 1980 and 1990 -
make up the time period which is usually examined in other studies!) and, 
thus, in just one third of my total time series of 120 years of data. This 
result, however, forcefully  questions the empirical robustness of a relation-
ship between openness and main city size. 

A potential explanation for the observed differences  in the results for in-
dividual years are boundary changes. Remember that after World War II, 
for example, I use data based on the former  West German territory while 
before I have used information covering the former Deutsches Reich terri-
tory. Moreover, from this time on, I ignore Berlin as the largest German 
city and consider instead Hamburg as the main city. Despite those ad hoc 
conventions, however, I find, for instance, a positive and statistically signif-
icant coefficient  on the capital city dummy which is robust for the com-
plete time period from 1890 to 1990. In combination with earlier results 
showing the robustness of estimated coefficients  after the exclusion of Aus-
tria and Germany, this suggests that the distorting effect  of allowing for 
boundary changes is rather limited. 
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1 2 2 Chap. 4: Does Openness Reduce Urban Concentration? 

4.4.3 More Cities 

An interesting alternative to deal with the problem of small sample size 
is to increase the number of cities per  country  used as dependent variable. 
The idea is that, instead of focusing exclusively on a country's largest city, 
the regression framework  can also be applied to explain the size of a wider 
range of cities. Specifically, as I have data on the 20 largest cities in a 
country, this extension raises the number of observations in each year to 
260.25 

The modification allows to address three sets of issues. First, and most 
importantly, it is possible to check whether previous results also hold for a 
much richer data base. A simple verification of previous findings, however, 
requires the application of a basically similar regression specification which 
might itself be affected  by small sample size. Therefore,  the increase in the 
degrees of freedom associated with a larger number of observations should 
also be used to reconsider the chosen set of control variables. Finally, cov-
ering a broader range of cities in each country allows to explore possible 
differences  in the relationship between openness and city size within  coun-
tries. Specifically, an additional variable can be included which is designed 
to test the extent to which central cities in closed economies are dispropor-
tionately large relative to other large cities in the country. 

I first  consider the robustness of the benchmark specification. In particu-
lar, I experiment with various versions of the regressions reported in table 
4.2, including different  combinations of the available set of independent 
variables. The results (not reported here) strongly confirm the chosen 
benchmark specification (column 4 of table 4.2). Most notably, the coeffi-
cient on the log of land area turns out to be statistically insignificant, con-
firming that any observed association between openness and city size is not 
a spurious one possibly arising from the omission of this variable. The only 
difference,  then, affects  the included scaling variable. While the log of non-
urban population has a good predictive power for the size of a country's 
largest city, this variable is replaced by the log of total population which 
provides a better empirical fit in the large sample. 

The main results are in table 4.6. As before, the columns show year-spe-
cific regressions from 1870 to 1990, but now in 20-year-intervals to avoid 
clutter. A first  observation is that the results look in general very similar to 
those found for the small sample. The capital city dummy and the esti-
mated coefficient  on the log of total population enter both positively and 
are statistically highly significant for each date, implying that more popu-

2 5 I have no data for Portugal and Spain in 1870, reducing the number of obser-
vations for this year to 220. 
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124 Chap. 4: Does Openness Reduce Urban Concentration? 

lous countries have larger cities and that the central city is disproportio-
nately large i f it is also the capital city of the country. The coefficients  on 
the log of real per capita income and the share of labor force outside agri-
culture are each positive (with the exception of GDP per capita in 1970 
and 1990), so that city size tends to increase with economic development, 
holding other variables constant. The levels of significance, however, vary 
over time, thereby confirming previous findings. While the positive rela-
tionship between city population and development is first  captured by the 
economic structure variable, in later decades the coefficient  on per capita 
income becomes significant. Interestingly, I am also able to reproduce the 
surprising change in the sign on per capita income which turns negative 
from 1970 to 1990. However, as the estimated coefficient  on the closely 
related share of labor in agriculture (which is positive) increases dramati-
cally in size, this result has apparently no real economic content. 

More important from my perspective, I also replicate earlier results on 
the variable of interest, the share of trade in GDP. The estimated coeffi-
cient on openness is negative and statistically significant (at the 1 % level) 
for only three years, 1870, 1970, and 1990, exactly matching previous find-
ings derived from the small sample. For all other years, the coefficient 
turns out to be completely insignificant and actually enters positively. 
Hence, we have clear confirmation that the regression analysis in sections 
4.4.1 and 4.4.2, although based on a very limited number of observations, 
is robust. The empirical association between openness and city size appears 
to be rather fragile. 

Probably the most interesting finding of this exercise, then, is the esti-
mated coefficient  on the additionally included variable which interacts 
openness with a dummy for the country's largest city. The basic idea is to 
see whether, controlling for the effect  of openness on city size, countries 
with lower exposure to international trade possibly have disproportionately 
large central cities. It turns out, however, that the estimated coefficient  is 
positive  and, for the subperiod after 1930, highly significant. This indicates 
that, i f anything, it is rather that open economies tend to have disproportio-
nately large metropolises. 

Since openness is already entered as a regressor (and is mostly negative), 
it is possible that the positive coefficient  on the interaction term largely 
compensates for this effect  so that the net impact of openness on the popu-
lation size of a country's largest city would be virtually nil. However, a 
Wald test rejects the assumption that both coefficients  have the same abso-
lute value. Hence, while countries open to international trade may generally 
have a less concentrated population (and therefore  relatively small cities at 
the top of the city size distribution), they tend to have central cities which 
are - relative to this experience - disproportionately large. 
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4.4 Results 125 

In sum, we can conclude that previous findings based on a small sample 
of 13 European central cities turn out to be strongly robust. Extending the 
sample to cover the 20 largest cities in each country yields qualitatively 
identical results. As before, a negative correlation between an economy's 
exposure to international trade and city size holds for only three out of 
seven dates: 1870, 1970, and 1990. Moreover, for these dates, openness 
appears to work not only through its consequence on the size of the largest 
city but lowers city size also in other large cities. In fact, once this effect  is 
controlled for,  central cities even increase  with openness. 

4.4.4 Other Concentration Measures 

In a third extension, I examine whether the negative relationship between 
openness and main city size is robust for different  measures of urban concen-
tration. In particular, I regress three alternative primacy measures on my 
standard set of explanatory variables.26 Such a procedure is justified for at 
least three reasons. First, as I have argued that all controls are potential eco-
nomic determinants of urban concentration, there is no need to change the 
regression specification. Accordingly, I would also expect exactly the same 
relationships. Second, other recent studies focusing, for example, on the 
share of a country's largest city in urban population such as Moomaw and 
Shatter (1996) basically include the same independent variables or slight var-
iants of it. Finally, using an unchanged set of controls has the advantage that 
the results are directly comparable with my previous findings. 

Table 4.7 shows the results. The estimates vary considerably across the 
different  specifications. In fact, not only the signs and significance levels of 
single coefficients  differ,  but also the empirical fit of the regression varies 
markedly. While the set of controls explains about 70% of the variation in 
the share of the main city in total population and the Η concentration meas-
ure, the adjusted R 2 for the ratio of the population size between a country's 
two largest cities is only 0.1. This finding supports the hypothesis that 
different  measures of urban primacy indeed cover different  aspects of the 
urban structure. 

In the light of this observation, then, it is somewhat surprising that the 
findings for the share of trade in GDP are quite unequivocal. In all three 
specifications, the trade/GDP ratio enters negatively but with an estimated 
coefficient  that is not statistically different  from zero. This finding provides 
further  evidence that a negative association between openness and urban 
concentration is empirically not robust. 

2 6 I have again replaced the log of non-urbanized population with the log of a 
country's total population which slightly increases the fit of the regressions. 
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126 Chap. 4: Does Openness Reduce Urban Concentration? 

Table 4.7 

Other Concentration Measures 

Dependent Variable: (1) (2) (3) 
Log of Share of Log of Ratio of Η Concentration 

Main City in Total Main City to Second Measure 
Urban Population Largest City 

Constant 22.978* 4.036 37.996* 
(8.438) (10.272) (12.948) 

Capital City Dummy 0.232 0.145 0.091 
(0.157) (0.280) (0.352) 

Log of Total Population -0.720** -0.270 -1.058** 
Outside the Main City (0.168) (0.169) (0.240) 

Log of Real GDP per -1.266 0.302 -2.645 
Capita (1.194) (1.293) (1.700) 

Share of the Labor Force -0.645 -1.542* 1.895 
Outside of Agriculture (6.154) (5.937) (7.936) 

Share of Trade in GDP -1.587 -0.818 -2.155 
(0.870) (0.974) (1.262) 

# of Observations 13 13 13 

Adjusted R2 0.717 0.102 0.687 

Notes: White heteroskedastic-consistent standard errors are in parentheses. * * , * and # denote significant at 
the 1 %, 5% and 10% level, respectively. A l l data are averages for the period from 1970 to 1990. 

4.4.5 Full Time Period, 1870-1990 

In a next step, I turn to the question whether there is a statistically signif-
icant association between openness and urban concentration, exploring the 
full time period for which I have data. This exercise might be of particular 
interest for at least two reasons. First, reviewing the results of the cross-
country regressions, the small size of my sample might indeed be a serious 
problem. In fact, it is quite striking that I find almost consistently a nega-
tive coefficient  on the share of trade in GDP, but with varying degrees of 
statistical significance. Yet this fragility of the empirical results does not 
necessarily reflect fundamental differences  in the relationship between trade 
openness and urban concentration across individual years. With only 13 ob-
servations, it may also be simply due to some mismeasured data in indi-
vidual years. Extending the time period then and, thereby, increasing the 
number of observations would possibly minimize the impact of any dis-
torted data. 
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4.4 Results 127 

Second, even if the results for various specifications are not distorted and 
the different  significance levels illustrate "true" variations in the impor-
tance of trade policies for the degree of urban centralization, it would be 
interesting to know which effect  dominates and, thus, whether the finding 
of a statistically significant negative relationship also holds for the entire 
time period of 120 years. 

The statistical results are in table 4.8. Each column reports the result of a 
pooled regression for the period from 1870 to 1990. As before, the para-
meter estimates vary considerably across different  specifications. Most no-
tably, the development controls take on changing signs for different  concen-
tration measures. Also the explanatory power of the controls varies mark-
edly across the regressions, ranging from 0.13 to 0.85. 

Given this general fragility,  then, the estimated coefficients  on openness 
deliver a somewhat more convincing picture as they are consistently nega-
tive. But only for two of the four different  dependent variables, the trade/ 
GDP ratio enters with a statistically significant (at the 5% level of confi-
dence) coefficient.  Thus, the much larger number of observations hardly 
affects  previous findings. I f anything, they confirm that the association be-
tween trade openness and urban concentration is not robust, depending on 
the chosen measure of urban concentration. 

Almost similar results are obtained in a panel estimation with fixed 
country effects.  This panel formulation allows to control for unobservable 
or unmeasurable individual country characteristics and, thus, to correct for 
a possible omitted variable bias. As can be seen from the results pre-
sented in table 4.9, the structural parameters often take the same sign and 
are of similar magnitude as the corresponding estimates obtained from 
pooled regression. The most notable change in the results, then, affects 
the variable of interest, the estimated coefficient  on a country's share of 
trade in GDP. For specifications in which the absolute population in the 
main city or the share of the largest city in total population serve as con-
centration measures, the previously significant coefficients  on openness 
lose their statistical significance and even become positive. Only when the 
Η concentration measure is used as dependent variable the estimated coef-
ficient on the trade-to-GDP ratio remains negative (and is weakly signifi-
cant at the 10% level). In sum, the adoption of the panel approach further 
questions the robustness of a relationship between openness and concen-
tration. 
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130 Chap. 4: Does Openness Reduce Urban Concentration? 

4.4.6 Changes in Urban Concentration 

Finally, I explore the time series dimension of my sample in more detail. 
As noted before, there are not only considerable differences  across the Euro-
pean economies, but there is also a broad variation across time. Figure 4.4 
graphs the changes in the variables of interest against the previous period. 
The figures illustrate wide fluctuations in the growth performance  and, 
again, there is no uniform pattern observable for the different  measures of 
concentration. After 1940, however, urban centralization (except when meas-
ured as the absolute population of the main city) and openness apparently 
move in parallel, providing some mild support for the thesis of a negative 
association between the two variables.27 In short, it might be interesting to 
check in more detail whether the hypothesis of a negative correlation be-
tween an economy's exposure to international trade and the country's 
degree of population centralization holds for changes across time. 

Besides of simply testing the results of the cross-country regressions, 
however, this specification may also yield a number of additional insights. 
For one thing, the analysis of changes provides a somewhat different  per-
spective on the relationship between openness and urban concentration. In 
particular, it allows to examine a related version of the argument of a nega-
tive association, namely whether, holding population growth constant, cen-
tral cities grow less quickly when economies become more open and vice 
versa. 

But there are econometric implications as well. First, previous results 
may suffer  from omitted variables. In the first-differenced  version, how-
ever, problems related to the measurement or omission of variables wil l not 
bias the results if these unobserved country characteristics are constant over 
time.28 Second, a country's exposure to trade may also be a function of 
urban concentration: in a highly centralized economy, domestic firms might 
benefit from a cost advantage over foreign suppliers which would nega-
tively affect  the amount of foreign trade. This raises the potential problem 
of endogeneity. Timing, i.e., the analysis of the correlation between initial 
variables and later changes, might then provide an (admittedly crude) check 
of causality. 

Table 4.10 presents the results of simple pooled regressions in the first-
difference  specification with the estimations running from 1880 to 1990 
(the first  period being used in data construction). Across all concentration 
measures, the precision of the coefficients,  as measured by the standard 
errors, is lower than in the traditional level specification. For none of the 

2 7 Note that the concentration measures are plotted on an inverted scale. 
2 8 The panel estimation already controls for fixed effects. 
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4.4 Results 131 

a) Absolute Population of Main City b) Share of Main City in Total Population 

0.2 r -0.6 0.2 γ ι -0.04 

-0.02 

0.00 ·= 
Ό 

0.02 

0.04 

c) Ratio of Main City to Second Largest City d) Η Concentration Measure 

Notes: The solid line represents the change in the concentration measure (right scale, inverted) and the 
dotted line is the change in the openness ratio. 

Figure 4.4: Changes in the Openness Ratio and Measures 
of Urban Concentration 

9' 
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4.5 Conclusion 133 

basic explanatory variables, I find a result which is robust for the four dif-
ferent dependent variables. Either the degrees of statistical significance 
vary considerably or the coefficients  even take on changing signs. Given 
these generally weak results then, it is not surprising that also the estimates 
on openness give no convincing picture. The coefficient  is in no case statis-
tically different  from zero and actually has the wrong sign. The consistently 
positive estimate suggests that, holding other effects  constant, central cities 
grew  on average when economies became more open to trade. This finding, 
however, is perhaps driven by a decrease in urban concentration in the 
inter-war period when also the volume of trade contracted. Dividing the 
entire time period into three sub-periods 1880-1910, 1920-1940, 1950-
1990 and running separate regressions supports this hypothesis (results not 
shown). The change in openness enters negatively (and weakly significant) 
in the first  period, then turns positive and statistically highly significant in 
the inter-war years, and remains positive (but insignificant) in the period 
from 1950 to 1990. 

To provide a rough test for causality, I slightly change the simple first-
difference  specification and replace the change in openness by the share of 
trade in GDP at the beginning of the decade as explanatory variable. I now 
examine whether openness is a statistically significant predictor of the 
change in urban concentration in the subsequent decade. The results, dis-
played in table 4.11, are not encouraging. For each of the concentration 
measures, the coefficient  on external trade takes the correct (negative) sign 
but is not statistically significant at conventional levels of confidence. In 
regressions not reported here, I have also experimented with longer (20-
year) intervals. The basic results were virtually unchanged. The negative 
coefficient  on the trade-to-GDP ratio slightly increases in magnitude, but 
remains statistically insignificant. 

In sum, there is no evidence for the hypothesis that central cities grow 
faster in countries with more protectionist trade policies. Once again, this 
casts doubt on the theoretical presumption of a robust negative association 
between openness and urban concentration. 

4.5 Conclusion 

This chapter examines the empirical relationship between an economy's 
exposure to international trade and the degree to which a country's popula-
tion is concentrated in the largest city. In contrast to previous work (Rosen 
and Resnick [1980], Ades and Glaeser [1995], Moomaw and Shatter 
[1996]) which is largely based on wide cross-country samples, the analysis 
in this chapter concentrates on only one region of the world, Europe. This 
focus has the advantage that, on the one hand, not much information is lost 
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4.5 Conclusion 135 

as there are still considerable cross-country differences,  while, on the other 
hand, a wide variety of additional information, most notably historical data, 
is available. In short, I explore data from 13 European countries, covering 
the time period from 1870 to 1990. 

The results can be summarized as follows. First, I am able to replicate 
Ades and Glaeser's finding of a statistically significant negative relation-
ship between openness and the size of the largest city for a European sub-
sample for the time period from 1970 to 1990. This finding also proves to 
be robust to the inclusion of a wide range of controls. 

Second, the results are much weaker for other time periods. Examining 
the entire period from 1870 to 1990 in year-specific regressions, I find a 
statistically significant negative coefficient  on the share of trade in GDP in 
only four cases and, thus, in less than one-third of the years for which I 
have data. As this fragility,  however, may at least in some part be due to 
the small sample size, I also implement pooled estimation techniques. How-
ever, these more advanced specifications provide no further  insights. In a 
pooled regression for the whole 120-year period, the estimated coefficient 
on openness is negative and statistically significant at the 5% level. How-
ever, the coefficient  loses its significance in a panel estimation with fixed 
country effects. 

Third, the linkage between trade policy and urban centralization is also 
not robust for alternative measures of urban concentration. Replacing abso-
lute central city size by other concentration measures which are frequently 
used in the literature yields negative, but insignificant coefficients  on the 
trade-to-GDP ratio. 

Fourth, in a more dynamic interpretation of the hypothesis that there is a 
negative relationship between trade orientation and urban concentration, 
there is also no evidence that economies become less centralized when a 
country turns to more open trade policies and thereby increases its exposure 
to international trade. 

In conclusion, the apparent fragility of the empirical association between 
openness and urban concentration obviously calls into question the validity 
of Krugman and Livas Elizondo's (1996) urban structure model. 
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" I f there is one single area of economics in which path 
dependence is unmistakable, it is in economic geography 
- the location of production in space. The long shadow 
cast by history is apparent at all scales, from the smal-
lest to the largest - from the cluster of costume jewelry 
firms in Providence to the concentration of 60 million 
people in the Northeast Corridor." 

Paul  Krugman  (1991c, ρ. 80) 

Chapter 5 

Does History Matter for City Growth? 
The Case of Vienna 

5.1 Introduction 

A central feature of recent models of city formation is that, given the 
model displays multiple equilibria, small chance events early in history 
play a large role in determining which equilibrium actually occurs. Once 
random economic events have selected a particular path (e.g., a specific 
location), the choice typically becomes locked-in regardless of the advan-
tages of the alternatives. An illustrative example for this type of models is 
Paul Krugman's (1993, 1996b) highly stylized "'59 Cadillac" model. Moti-
vated by the desire to explain the emergence of complex urban landscapes 
through spontaneous self-organization in space, Krugman starts from a 
random distribution of workers across 12 clock-wise arranged locations. As-
suming then backward and forward  linkages in production and allowing 
workers to move toward locations with above-average wages, all workers 
eventually end up in two locations. In Krugman's simulations one of the 
concentrations is typically the location which starts (by chance) with the 
largest share of workers so that there is a pattern of reinforcement  of initial 
advantage. The second concentration then often emerges at one of the initi-
ally large locations on the opposite side of the circle. In sum, models of 
this type attempt to demonstrate that the details of the emerging geography 
depend sensitively on initial conditions. 

Surprisingly, explicit empirical tests of the importance of history in city 
growth have been very rare. One notable exception is a paper by James 
Rauch (1993) who analyzes the pricing behavior of developers of industrial 
parks in the United States. He finds that developers typically attract an in-
dustry to a new location by subsidizing the first  firm(s) and subsequently 
increase the prices for land. Rauch interprets this time path of prices as 
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5.2 The Dissolution of the Austro-Hungarian Empire 137 

evidence for history creating a first-mover  disadvantage that can otherwise 
prevent the relocation of firms from an established, high-cost site to a new, 
low-cost site. 

This chapter provides another attempt to explore the role of history in 
city growth empirically. In particular, it is argued that the dissolution of the 
Austro-Hungarian Empire in 1918 provides a natural experiment to exam-
ine the existence of path dependence. Specifically, the break-up of the 
Habsburg Empire gives, for itself, no reason for people to move to a new 
location. Thus, i f history matters, one would expect that the dramatic reduc-
tion in the country's population and territory has no measurable effect  on 
the subsequent development of the largest city, Vienna. In contrast, if his-
tory plays largely no role in city growth, the dissolution of Austria-Hun-
gary should lead to a gradual reduction of the urban dominance of (then 
overdimensioned) Vienna in relation to other European capitals.1 

To preview the main results, I find indeed evidence that Vienna's primacy 
falls over time. This effect,  however, appears to fade (and even to reverse) in 
later decades so that in the long run of more than a half century there is some 
support for the existence of path dependence. In fact, using differenced  equa-
tions, only in the immediate after-break-up  period Vienna's importance de-
clines significantly relative to the other European cities in the sample. 

The plan of the remainder of this chapter is as follows. Section 2 details the 
main features of the dissolution of the Austro-Hungarian Empire. Section 3 
discusses some first  evidence. After describing the data set and the basic em-
pirical framework,  section 4 presents regression results. Section 5 concludes. 

5.2 The Dissolution of the Austro-Hungarian Empire 

The six and a half centuries long history of the Habsburg Empire is 
marked by a series of territorial acquisitions, military conflicts and, most of 
all, dynastic marriages through which the Habsburgs emerged as the domi-
nant dynastic power in Europe. In their heyday of geographical expansion, 
under Maximilian I, the Habsburgs eventually ruled - in addition to their 
original Austrian possessions - over the Netherlands, the Burgundian pro-
vinces, and the Kingdom of Spain and its overseas possessions Naples, 
Sicily, and Sardinia. Even on the eve of its collapse, the Habsburg 
Empire ranked as a major European power. With a population of roughly 

1 As the dissolution of Austria-Hungary was mainly forced by ethnic tensions 
which, history tells us, often give rise to massive population movements, it is also 
highly plausible to expect that Vienna's population size decreased by outmigration 
of non-Austrians. However, this should have largely been a one-time effect,  occur-
ring in the immediate after-break-up  period. 
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138 Chap. 5: Does History Matter for City Growth? 

50 million, it stood third in size behind Russia and Germany (Good [1984, 
pp. 1-3]). 

Despite its immense geographical size, however, the political power of the 
Habsburgs was to a large extent limited by the disunity inside the Empire. 
On the one hand, this was the result of ethnic heterogeneity and wide varia-
tions in the economic conditions and social structures of different  parts of 
the Monarchy. On the other hand, territories were mostly acquired through 
marriages. According to C. A. Macartney (1969, p. 13), "[a] corollary of this 
method of Empire accumulation [through simple transference  from one hand 
to another of this or that Kingdom or Duchy] was that the links between the 
components, at least when first  formed, were purely dynastic. ... This indivi-
duality, constitutional and perhaps even more, sentimental, of the different 
Lands, was and remained a continual feature of the entire monarchy, 
throughout its history." Moreover, territories often changed hands. In fact, 
the Habsburgs have reduced their influence by their practice of dividing the 
family heritage between them, thus splitting it at times into two or even 
three blocs. The most visible example of this disunity is probably the Dual 
Compromise of 1867 which effectively  led to a large autonomy of Hungary. 
Figure 5.1 displays a map of the Austro-Hungarian Empire. 

Even though the political integration of the Habsburg Empire was precar-
ious and there is disagreement among historians about the actual extent of 
economic unity of the Habsburg lands, the city of Vienna was clearly the 
nucleus of Austria-Hungary. Besides of being the political and cultural 
hub2 of the Monarchy, Vienna was also the railroad and financial center of 
the Empire. David Good (1984, pp. 99-104), for example, notes that by 
187-3 the basic outlines of the Empire's railroad system had been estab-
lished with a central north-south axis centered on Vienna (1841), lines from 
this axis northwest to Prague and southwest to Budapest (1854), links from 
Vienna westward to Salzburg (1860) and the Tyrolean Alps and eastward 
to as far as Czernowitz. Post-1873 construction then basically amounted to 
extending the primary network and supplementing it with feeder lines and 
double tracking. Not surprisingly, the expansion of the financial network 
shows remarkable parallels to that of the railroad system. Following the 
establishment of a branch network of the Austrian National Bank, Viennese 
banks also erected sizable branch bank networks which allowed the chan-
neling of funds from the financial core to the economic growth centers of 
the Empire: the Alpine provinces in Austria, the industrial districts of the 

2 The cultural dominance stretches from education to arts. In some fields (e.g., 
medicine, philosophy), the University of Vienna was one of the leading institutions 
of its kind in the world. Also the Viennese Opera and the Burgtheater had a very 
high reputation, and there was a busy and productive musical, literary and artistic 
life (Macartney [1969, p. 636]). 
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5.2 The Dissolution of the Austro-Hungarian Empire 139 

Bohemian crownlands, and several regions in the eastern hinterland. De-
spite this shift in credit activity, however, Vienna's share of bills dis-
counted and secured loans granted by the national bank was still approxi-
mately 35 percent on the eve of World War I, illustrating Vienna's uncon-
tested position as the Empire's primary financial center (Good [1984]). 

In the final decades of the Austro-Hungarian Monarchy, Vienna regis-
tered a strong increase in population. Benefiting from both industrialization 
and prosperity, the population size of the Empire's capital more than tripled 
from about 610,000 in 1870 to more than 2 million in 1910. At this time, 
Vienna was probably one of the ten largest cities in the world.3 

Only a few years later, however, the Habsburg Empire was no longer 
existent. In the fall of 1918, the end of World War I was also the end of 
the Monarchy. With the defeat of Austria and growing economic misery, 
the internal stability of the ethnically diverse Empire simply collapsed. In 
rapid succession, there were revolutions in various regions of the Empire, 
nationalities declared their independence, and provisional governments took 
over. In Austria, a brief  attempt to sustain the Monarchy failed and the 
Austrian Republic was proclaimed. As shown in table 5.1, the territorial 
redistribution was immense. Austria and Hungary were radically cut back. 
In fact, the newly established Republic of Austria comprised less than one-
third of the territory of the former  Austrian part of the Habsburg Empire. 
The corresponding population size fell from 29 million to 7 million. Meas-
ured in terms of the whole Empire, territory and population were even 
reduced by about 85 percent. 

This experience, then, provides the background for the empirical analy-
sis. In particular, it is argued that the reduction in country size provides for 
itself no reason for Vienna's inhabitants to move to a new location, espe-
cially as the newly emerging states (Czechoslovakia, Poland) and the coun-
tries gaining some parts of the Empire (Romania, Yugoslavia, Italy) were 
of different  nationalities. Hence, the disintegration of Austria-Hungary 
should have had no direct effect  on the evolution of Vienna. If, in contrast, 
the impact of history on city growth is rather limited, it can be expected 
that Vienna gradually decreases in size over time since the former  capital 
of the Habsburg Empire is probably too large in size as the central city of 
the Austrian Republic.4 

3 Paul Bairoch (1988, p. 225) notes " [0 ]n the eve of the First World War, 
Europe had five cities with populations of more than 2 million (Berlin, Leningrad, 
London, Paris, and Vienna), to which should be added three others outside Europe 
(New York, Chicago, and Tokyo)." 

4 Strictly speaking I do not test an explicit model, because I do not have a well-
specified alternative hypothesis. The main objective in this chapter is simply to 
check whether or not predictions of lock-in effects  are consistent with the data. 
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140 Chap. 5: Does History Matter for City Growth? 

Source: Macartney (1969). 

Figure 5.1: Map of Austria-Hungary after 1867 
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5.3 First Evidence 143 

5.3 First Evidence 

Figure 5.2 shows the absolute population of Vienna. The figure reveals 
an unmistakable decline in population size after the break-up of Austria-
Hungary. Peaking at more than 2 million in 1910, the number of inhabi-
tants shrinks over time by about one fourth to 1.5 million in 1990. More-
over, table 5.2 shows that the growth experience of Vienna differs  mark-
edly from that of other Austrian cities. The first  half of the table displays 
the average growth rate in population size for all cities with an initial 
population of more than 20,000 over the time period from 1870 to 1910. 
Before the disintegration of Austria-Hungary, then, Vienna experienced 
not only the largest absolute increase in population size in the Empire, but 
also had - with the exception of the Bohemian city of Pilsen - the by far 
largest rate of expansion, tripling the population within five decades. After 
the break-up, the picture is exactly the opposite. In the five decades fol-
lowing the end of the Habsburg Empire, Vienna has the lowest rate of 
population growth among the largest cities in Austria and, in fact, is with 
the exception of Wiener Neustadt the only city with an actual decline in 
population size. 

1870 1880 1890 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 

Figure 5.2: The Evolution of the Population Size in Vienna 
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144 Chap. 5: Does History Matter for City Growth? 

Table 5.2: City Growth in Austria 

a) Before  Disintegration  (Austrian  Part  of  the Habsburg Empire) 

City Region 1870 1910 % 

Austrian  Territory 
Wien (Vienna) 607,514 2,031,498 234.4 
Graz 81,119 151,781 87.1 
Linz 33,394 67,817 103.1 
Salzburg 20,336 36,188 78.0 

Other  Regions 
Prag Bohemia 157,713 223,741 41.9 
Lemberg Galicia 87,109 206,113 136.6 
Brünn Moravia 73,771 125,737 70.4 
Triest Trieste 68,580 161,653 135.7 
Krakau Galicia 49,835 151,886 204.8 
Czernowitz Bukovina 33,884 87,128 157.1 
Pilsen Bohemia 23,681 80,343 239.3 
Laibach Carniola 22,593 41,727 84.7 
Reichenberg Bohemia 22,394 36,350 62.3 
Tarnow Galicia 21,779 36,731 68.7 
Tarnopol Galicia 20,087 33,871 68.6 
Iglau Moravia 20,049 25,914 29.3 

b) After  Disintegration  (Republic  of  Austria) 

City 1920 1970 % 

Wien (Vienna) 1,841,326 1,614,841 -12.3 
Graz 157,032 248,500 58.2 
Linz 93,473 202,874 117.0 
Innsbruck 55,659 115,197 107.0 
Salzburg 36,450 128,845 253.5 
Wiener Neustadt 35,023 34,774 -0.7 
Klagenfurt 26,111 74,326 184.7 
St. Pölten 23,061 50,144 117.4 
Villach 21,896 34,595 58.0 
Baden 21,095 22,631 7.3 
Steyr 20,234 40,578 100.5 

Notes: The tables are compiled from Austrian statistical yearbooks and include all cities with a popula-
tion of more than 20,000 at the beginning of the respective time period. I use for all cities 
German names as for most places no common English name exists. The exact census dates are 31 
December 1869, 31 December 1910, 31 December 1920, and 12 May 1971, respectively. 
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5.4 Probing Deeper 145 

Figure 5.3 illustrates a similar pattern for two alternative measures of 
urban concentration. Graph (a) shows the share of Vienna in total Austrian 
population. Confirming the earlier picture of absolute population figures, 
the urban dominance of Vienna has gradually increased from 1870 to 1918, 
and - after a jump in levels resulting from the reduction in total country 
population due to the disintegration of Austria-Hungary - it has continually 
fallen since then. Similarly, the ratio of Vienna to Austria's second largest 
city, Graz, shown in graph (b), has almost doubled in the half century 
before 1918 and fallen back to its 1870 level after the break-up of the 
Habsburg Empire. 

Taken together, this evidence suggests that there is little support for the 
existence of path dependence. It rather appears that there is a process of 
"normalization" at work which has led to a gradual reduction of the possi-
ble overdimension of Vienna after the loss of a large part of its hinterland. 

5.4 Probing Deeper 

5.4.1 Data and Methodology 

In evaluating the extent to which the actual fall in Vienna's primacy is 
indeed the result of the disintegration of Austria-Hungary, one has to cor-
rect for other factors which have the potential to affect  a country's degree 
of urban concentration. The decrease in Vienna's dominance could, for ex-
ample, simply reflect the rise in average per capita income in Austria over 
time. In fact, studies of urban primacy have long established a negative 
relationship between economic development and urban concentration (see, 
for example, Rosen and Resnick [1980] and Moomaw and Shatter [1996]). 

Furthermore, it may be helpful to relate Vienna's experience to the devel-
opment of other metropolises in Europe. If, for example, there is a general 
tendency towards smaller central cities unexplained by the set of independ-
ent variables, this approach at least allows us to capture effects  of possibly 
missing variables which affect  the sizes of Vienna and large cities in other 
countries alike. 

In sum, the basic analytical framework  is very similar to recent studies 
which seek to explain differences  in urban concentration across countries. 
Specifically, I consider an equation of the form 

(5.1) URBCONCi, = a,+ßt VIENNA  + %Z i t + ε,, 

where i  is the country; t  is the time period; URBCONC  is the indicator for 
urban concentration; VIENNA  is a dummy variable which takes the value 

10 Nitsch 
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a) Share of Vienna in Total Country Population 

o o o o o o o o o o o o o 
O O O O O O 

b) Ratio Between the Population Sizes of Vienna and Graz 

Figure 5.3: The Evolution of Urban Concentration in Austria(-Hungary) 
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of one for Austrian data; Ζ is a vector of variables that influence the extent 
of urban concentration; and ε is an error term. The basic idea is that β 
captures the extent to which the largest city in Austria, Vienna, is larger 
than the target that is determined by the Ζ variables. In the following, I 
discuss each term in more detail. 

The dependent variable is a measure of urban primacy, whereby it is one 
of the contributions of this chapter to allow for three different  indices of 
urban concentration.5 Specifically, I wil l show results for the absolute 
number of inhabitants in a country's largest city, the share of the largest 
city in total urban population and the ratio of the largest city to the popula-
tion in the second largest metropolitan area. 

Previous studies on the determinants of urban concentration in large 
cross sections of countries have focused on a number of explanatory vari-
ables. As noted above, for example, the existence of giant metropolitan 
areas is usually negatively related to measures of economic development, 
so that urban concentration can be expected to fall with per capita income. 
Other variables typically considered are political and structural indicators 
(see, for example, Ades and Glaeser [1995] and Moomaw and Shatter 
[1996]). In light of these studies, my benchmark regression includes the 
following explanatory variables: per capita GDP, the share of labor force 
outside of agriculture, (non-urbanized) population, the share of trade in 
GDP, and a dummy which takes the value of one if the country's largest 
city is also its capital. 

A dummy variable is then added to represent Austrian data. In fact, as 
the primary purpose of this chapter is to see how much of the decline in 
Vienna's primacy can be explained by simple economic factors common to 
central cities throughout Europe, and how much is left over to be attributed 
to the break-up of Austria-Hungary, this dummy wil l be the main variable 
of interest. Specifically, the dummy variable allows to check whether the 
level and time trend of Vienna's dominance is exceeded by that in the rest 
of the sample. Given then a possible overdimension of Vienna after the end 
of the Habsburg Empire, I would expect a significantly positive coefficient 
on the Vienna dummy in 1920. If history matters, this coefficient  should 
stay at this level also in later periods, indicating that Vienna remains dis-

5 As there is no generally agreed upon measure of urban primacy, most of the 
literature discusses different  ways to define urban concentration but then the analy-
sis often focuses on a single measure which is apparently preferred  by the respec-
tive author(s). Given that the correlation between alternative measures of urban con-
centration is often weak, with different  indices representing different  aspects of the 
national urban structure, it is not surprising that the vast empirical literature on the 
determinants of urban primacy reports ambiguous results on a variety of single ex-
planatory variables. 

10* 
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proportionately large in comparison with other European metropolises. If, 
in contrast, path dependencies play only a minor role, the coefficient  wil l 
continuously get smaller in magnitude and may even lose significance. 

My sample consists of 12 European countries.6 While the actual selection 
is largely dictated by the availability of reliable historical data7, the focus 
on European countries has an additional advantage. The sample covers an 
almost contiguous territory with a fairly homogeneous economic develop-
ment which is, moreover, largely comparable to that of Austria. Therefore, 
the data should be free of any biases possibly arising from major external 
shocks (such as World War II). The main disadvantage of the data set is 
the small number of observations. With only 12 data points in a pure cross-
country analysis, there is only a very limited number of degrees of free-
dom. To deal with this problem, I pool data for two consecutive periods 
and include a dummy variable to capture year-specific effects. 8 

The analysis is based on city population data which is compiled from 
national statistical yearbooks. This data probably has several deficiencies. 
For one thing, the definitions of metropolitan areas may differ  across coun-
tries, sometimes comprising the inner city and sometimes referring  to the 
whole agglomeration. In addition, as cities grow, there are probably also 
changes in the definition of city borders across time, implying discrete 
shifts in population size. As there is no indication, however, that the data in 
particular countries or time periods are consistently biased, the impact on 
the empirical results should be not too damaging. 

The other data is taken from two sources. Maddison (1995) provides data 
on population and real per capita income. The main shortcoming of this 
data set for my purposes is that Maddison already corrects for border 
changes so that his historical Austrian data refer  to the territory of the Re-
public of Austria. Therefore,  population for Austria-Hungary is taken from 
Mitchell (1992). To use also the advantages of Maddison's data set, how-
ever, allowing comparability over time, I have decided to take Maddison's 
per capita GDP data for Austria as an approximation for per capita income 
in the Habsburg Empire. This assumption is justified by Good (1984, table 

6 The countries are Austria, Belgium, Denmark, Finland, France, Italy, the 
Netherlands, Norway, Portugal, Spain, Sweden, and Switzerland. 

7 A second selection criterion is that the countries have been basically unaffected 
by boundary changes. The most serious problem then might arise in the case of 
France which lost Alsace and Lorrain in 1870 and regained these territories in 
1918. According to Maddison's estimates (1995, p. 129), however, this territorial 
change temporarily lowered France's GDP and population in this period by less 
than 5 percent. 

8 I have also experimented with other pooling techniques. However, the results 
were basically identical. 
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5.4 Probing Deeper 149 

24) who shows that income per capita in the Alpine lands, i.e., the central 
core of the Austrian economy, is not very different  from the average of the 
Austrian part of the Empire.9 The share of labor force in agriculture and 
the openness ratio are calculated from Mitchell (1992). 

5.4.2 Is Vienna Too Large? 

In a first  step, then, I use the analytical framework  to explain the abso-
lute size of the country's largest city. Table 5.3 displays the results. Since I 
have data reaching back to 1870, I also present regressions for the five dec-
ades before the disintegration of Austria-Hungary. Moreover, as noted 
above, all data are pooled for two consecutive periods so that each column 
shows the results for a ten-year-interval. Thus, column (1) reports the re-
sults for city size in 1870 and 1880. 

The fit of the regressions is generally excellent, with an adjusted R 2 of 
0.77-0.92. Further, the results are basically consistent with Ades and Glae-
ser (1995) even though the explanatory variables are not always statistically 
significant. The positive coefficient  on the capital city dummy indicates 
that main cities typically double in size if they are also capital cities. Thus, 
even in a sample which includes almost exclusively countries with an es-
tablished democratic political system, I find support for Ades and Glaeser's 
claim that political power attracts population. Non-urbanized population 
also enters with a positive sign and is statistically highly significant. With 
values below one, the parameter suggests that urban areas grow with their 
countries but less than proportionately.10 The results for the other three 
controls are somewhat weaker. The estimated coefficient  on per capita 
income changes signs across time. The positive coefficient  on the labor 
share outside agriculture indicates that cities rise with the fraction of the 
population that is not tied to natural resources. Openness consistently enters 
with a negative sign, confirming Krugman and Livas Elizondo (1996), but 
is statistically significant only for the period from 1960 to 1990. 

The key parameter of interest is the measure of Vienna's dominance. As 
expected, there is a remarkable break in the time trend of the estimated 

9 According to Good, per capita income in the richest Austrian province, Lower 
Austria, is 50 percent above the Austrian average. Due to high per capita income in 
the large economies of the Bohemian lands, however, the second richest Austrian 
province, Salzburg, is only at 113 percent of the Austrian average and there are 
even provinces in the Alpine lands (Styria, Carinthia) which have a per capita 
income that is below the Empire's average. 

1 0 I have also experimented with alternative population measures such as a coun-
try's urbanized population and total population. Similar to Ades and Glaeser's 
(1995) findings, however, these variables did not add much explanatory power. 
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5.4 Probing Deeper 151 

coefficients.  Before the disintegration of Austria-Hungary, the coefficient  is 
statistically insignificant and even takes a negative sign, indicating that 
Vienna is, i f anything, too small given the size of the Habsburg Empire. 
This result probably reflects the relatively small extent of centralization of 
Austria-Hungary under Dualism. Immediately after the break-up of the 
Austro-Hungarian Monarchy, however, the coefficient  becomes positive 
and is highly significant at the 1 percent level (column 5). The estimated 
coefficient  of 1.2 for 1920-30 implies that Vienna is about 230 (= 
exp[1.2]-l) percent larger than is explained by the economic size of the 
Republic of Austria. Thus, instead of its actual size of 1.85 million inhabi-
tants in 1920, the population size of the Austrian capital should not have 
exceeded 560,000. In the following decades, the coefficient  remains statisti-
cally significant but falls considerably in magnitude. In fact, by 1970-80, 
the parameter has decreased by more than two-thirds to 0.4. Thus, the over-
dimension of Vienna is gradually reduced. 

Somewhat surprisingly, then, the estimated coefficient  on the Vienna 
dummy increases again in 1980-90, the last period for which I have data. 
A plausible explanation for this disproportionate rise in primacy would be 
that Vienna increasingly benefits from its role as a seat of international or-
ganizations such as the United Nations or OPEC. In addition, it is also pos-
sible that Vienna has begun to establish itself as a trade center close to 
Eastern Europe. With only a single observation, however, the empirical evi-
dence that something like this is at work here remains rather fragile. 

Table 5.4 shows regressions in which the dependent variable is now the 
share of the largest city in total urban population. As before, the empirical 
fit is quite respectable. There are, however, three notable differences  to the 
previous results. 

First, one notes that the population control now enters negatively, captur-
ing the effect  that the population in larger countries tends to be relatively less 
concentrated in a single city. Second, turning to the variable of interest, the 
estimated coefficient  on the Vienna dummy is now highly significant for the 
period from 1890-1910. In contrast to the previous regressions, this result 
suggests that Vienna was already disproportionately large in the final dec-
ades of the Habsburg Empire. In fact, the break-up of Austria-Hungary does 
not affect  the estimated extent of Vienna's overdimension as the reduction of 
Vienna's hinterland is matched by the accompanying rise in Vienna's share 
in total population. Third, while the estimated coefficient  on the Vienna 
dummy initially declines in magnitude after Austro-Hungarian disintegration, 
supporting the earlier finding that there is, at best, only weak evidence for 
path dependence, the parameter rises again after 1960-70. Thus, although a 
disproportionately large share of the population is already concentrated in 
Austria's largest city, Vienna's dominance of the national urban structure in-
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5.4 Probing Deeper 153 

creases even further  relative to other European metropolises, beginning in 
1960. In 1980-90, then, the dominance is larger than at the declaration of the 
Austrian Republic. The estimated coefficient  of 0.94 indicates that the share 
of Vienna in Austria's total population is, corrected for country characteris-
tics, about 150 percent larger than in the rest of the sample, compared with 
120 percent in 1920-30. For whatever reason the trend change finally has 
occured, this increase in primacy in an already overdimensioned city sug-
gests that history may indeed matter for city growth. 

In a third exercise, I use the ratio between the two largest cities in a 
country as a measure of urban concentration. In calculating this ratio, I 
focus exclusively on the second largest city on Austrian territory, Graz. 
Since I ignore Budapest, Prague, Trieste and Lemberg, then, the calculated 
value for Austria-Hungary is effectively  too large so that I expect a signifi-
cantly positive coefficient  on the Vienna dummy before disintegration. 
With the declaration of the Republic of Austria, for which the ratio is prop-
erly calculated, this coefficient  can be expected to fall in size, since smaller 
countries often have disproportionately large central cities. 

Table 5.5 shows the results. As expected, the Vienna dummy enters posi-
tively and is statistically highly significant for Austria-Hungary, and the 
estimated coefficient  is smaller in magnitude after the dissolution of the 
Habsburg Empire. I am mainly interested, however, in the course of the 
estimated coefficients  for the period of the existence of the Austrian Repub-
lic. Here, I observe the by now familiar process of "normalization" in the 
early years. For the period from 1920 to 1970, the parameter decreases, 
indicating a gradual reduction in Austria's disproportionately large popula-
tion concentration in the central city. Similar to earlier findings, however, 
this downward trend ceases and, after about half a century, reverses. After 
1970, the estimated coefficients  increase in magnitude, even though they do 
not reach again the level of the early years. Nonetheless, this rise in pri-
macy supports earlier results, suggesting that lock-in effects  are at work 
which defend the overdimensioned size of Vienna in a European context. 

5.4.3 Does Vienna's Primacy Fall Over Time? 

The last section estimates the degree of Vienna's overdimension for indi-
vidual years (pooled to cover a decade) from 1870 to 1990. Comparing 
then the estimated coefficients  over time gives some rough indication about 
the change in Vienna's primacy relative to other European agglomerations. 
In this section I shall explore the dynamic issue in more detail. In particu-
lar, I wil l estimate the baseline regressions in first  differences.  This specifi-
cation basically offers  two advantages. First, as now the change in the log 
of the urban concentration measure is the dependent variable, adding a 
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5.4 Probing Deeper 155 

Vienna dummy allows to examine whether the Austrian capital grows sig-
nificantly less in primacy than the other European metropolises. Second, in 
the first-differenced  version also regressors are changes in the respective 
variables so that fixed effects  drop out of the regression. In case that the 
benchmark specification misses some important time-invariant regressors, 
this wil l no longer affect  the results. 

Table 5.6 reports the results for the change in the log of the absolute popu-
lation of the largest city. Again, I pool data for two consecutive periods so 
that column (1) displays estimates which cover a 20-year-interval, imposing 
the same coefficients  for changes from 1880 to 1890 (using the 1870-80 
period for the construction of the explanatory variable) and from 1890 to 
1900. The results are rather inconclusive. In fact, the adjusted R 2 varies be-
tween 0.04 and 0.75. Only the change in the log of city population in the pre-
ceding period turns out to have some predictive power for the change in the 
absolute city size. The estimated coefficient  is positive, implying that there is 
persistence in city growth. Cities which grow above average in one period 
also tend to grow significantly faster in the subsequent period. 

More important from my perspective, the estimated coefficient  on the 
Vienna dummy is not statistically different  from zero. Holding other effects 
constant, the change in Vienna's population is not statistically different 
from the experience of other large central cities in Europe at conventional 
levels of confidence. The most straightforward  interpretation of this result 
appears to be that history matters for city growth. Despite its disproportio-
nately large size after the end of the Habsburg Empire, Vienna does not 
grow significantly less than other European metropolises. 

Table 5.7 repeats the first-differenced  regressions for the change in the 
log of the largest city's share in total population. Again, there is wide var-
iation in the explanatory power of the specification and, again, I find a 
strong pattern of persistence. Most notably, however, the estimated coeffi-
cient on the Vienna dummy in 1920-40 now turns out to be negative and 
statistically highly significant. Consistent with earlier findings for the 
change in levels, this result indicates that Vienna's dominance declines re-
lative to other cities immediately after the break-up of the Austro-Hungar-
ian Monarchy. In the subsequent decades, the coefficient  first  remains nega-
tive but is not statistically significant anymore and then even changes the 
sign. In fact, I am also able to replicate the above result of a relative in-
crease  in Vienna's primacy. Column (8) shows the estimates for the 
changes from 1960-70 and from 1970-80. The coefficient  on the Vienna 
variable is positive and statistically different  from zero at the 10 percent 
level, implying that, holding other effects  constant, the share of Vienna in 
total Austrian population rises relative to that of other European metro-
polises in their respective countries. 
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158 Chap. 5: Does History Matter for City Growth? 

Finally, table 5.8 shows the results for changes in the log of the ratio 
between a country's two largest cities. Not surprisingly, the fit of the re-
gressions is generally weak with a maximum R 2 of 0.31 (column 6). None-
theless, there is an interesting difference  to previous results. As before, the 
estimated coefficient  on the Vienna dummy is negative in the early years 
after the disintegration. But now the parameter turns out to be also statisti-
cally significant for the decades from 1930 to 1960 and, thus, for a longer 
time period than has been indicated by the other measures of urban concen-
tration. A plausible explanation for this result is that Austria's second lar-
gest city, Graz, increasingly establishes itself as a regional center in that 
period and thereby lowers the ratio between the two cities. This effect, 
however, appears to fade after 1960. Similar to the results for other concen-
tration measures, the estimated coefficient  on the Vienna dummy in 1960-
80 is actually positive (but far from significant). 

To summarize, the results of the first-differenced  regressions basically 
confirm the earlier findings. After the break-up of Austria-Hungary, it 
seems that there is a transition period in which Vienna's urban dominance 
declines. This period, however, ceases relatively quickly. In fact, from 1960 
to 1980, Vienna may even have gained in primacy relative to other central 
cities in Europe. 

5.5 Conclusion 

This chapter explores the role of history for city growth. In particular, it 
is argued that the break-up of Austria-Hungary in 1918 provides a natural 
experiment to examine the existence of path dependence in city develop-
ment. I f history matters, the 85% reduction in country size and population 
should have had no sizeable effect  on subsequent population growth in the 
largest city of the former Habsburg Empire, Vienna. If, in contrast, path 
dependence plays largely no role, Vienna is probably too large and this 
overdimension should be gradually reduced. 

Using several measures of urban concentration, I find convincing evi-
dence that Vienna's dominance of the national urban structure in Austria 
decreases in the first  three to four decades following the dissolution of Aus-
tria-Hungary. A half century after the declaration of the Republic of Aus-
tria, however, this process reverses and Vienna's primacy increases again, 
despite its overdimension, relative to a sample of 11 other European coun-
tries. I interpret these results as evidence in favor of lock-in effects.  In the 
long run, history matters. 
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Appendix A 

Comparing Zipf Exponents for Different  Sample Sizes 

Table  A. I 

Comparing Estimated Zipf Exponents for Different  Sample Sizes 

Based on 
20 observations 
taken from tables 

2.1a-d 

Based on 
50 observations 
taken from Rosen 

and Resnick (1980) 

Difference 

in % 

Belgium 1.787 - -

Denmark 1.157 1.374 -15.8 

Finland 1.066 1.084 -1.7 

Italy 1.167 1.046 11.6 

Netherlands 1.100 1.266 -13.1 

Norway 0.937 1.265 -25.9 

Portugal 0.825 - -

Spain 1.129 1.133 -0.4 

Sweden 1.234 1.410 -12.5 

Switzerland 0.956 1.095 -12.7 

Notes: The table lists estimated Zipf exponents for 1970 for different  sample sizes. Some of the observed 
differences  could also be due to different  sources for underlying city data. The estimate for Italy is 
based on 25 observations instead of 20 observations. 

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



Appendix 

Examining the Robustness of Eaton and Eckstein's (1997) 
Results 

In an interesting and by now widely cited paper, Jonathan Eaton and Zvi 
Eckstein (1997) (hereafter,  EE) argue that cities at all scales follow on 
average the same growth process. Analyzing the growth pattern of cities in 
France and Japan over a period of 114 and 60 years respectively, they find 
that there is no correlation between a city's initial level of population and 
its subsequent growth rate. As they are also able to show that the size dis-
tribution of cities remains remarkably stable over time, EE suggest that this 
is strong evidence for a parallel growth of cities. 

This appendix examines the robustness of their results. Specifically, using 
EE's original city data, taken from the January 1994 working paper version 
of their paper (NBER Working paper #4612), I apply several parametric and 
nonparametric techniques to explore the relationship between initial city size 
and subsequent growth rates in more detail. In particular, the aim is to ana-
lyze whether EE's finding that there is no correlation for the full period possi-
bly results from changes in the growth process over time. 

I begin, then, with a replication of EE's results. The graphs on the left hand 
side of figure B. l present simple scatter plots of absolute city size in the base 
year and subsequent annual growth rates and, thereby, repeat EE's figures 3 
and 4. Both figures nicely illustrate EE's key point. In France, there is ob-
viously no correlation between size and growth, while the positive slope in 
Japan is mainly due to an outlier (Tokyo). Appendix table B. l reports accom-
panying regression estimates which support this visual impression. 

A first  irritating observation is, however, that EE use exclusively the ab-
solute size of a city as their explanatory variable. In their footnote 13, EE 
correctly note that their analysis is similar to procedures applied in the eco-
nomic growth literature. It turns out, however, that - in contrast to the lit-
erature on per capita income growth across countries - EE's results are 
strongly driven by the countries' largest cities. In France, Paris is more 
than 6 times larger than the second largest city. In Japan, 35 cities (88% of 
the sample) cluster in a size group from 150 to 600, while the five largest 
cities are spread in a range which is larger by almost factor 10. Therefore, 

11 Nitsch 
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162 App. Β : Examin ing the Robustness o f Eaton and Eckstein 's Results 
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Notes: Following Eaton and Eckstein (1997), the data point for the largest French city (Paris) is suppressed 
in the upper left graph. 

Figure B . l : Al ternat ive Ways to Explore the Relat ionship Between Growth Rates 
and In i t ia l C i ty Size 
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App. Β: Examining the Robustness of Eaton and Eckstein's Results 

Table  B.l 

Evidence from Growth Regressions 

Full Sample 

Expl. Var. Period Coefficient  Stand. Dev. R2 # 
(1) (2) (3) (4) (5) (6) 

France 

Abs. Size 1876--1990 -1.04E-06 1.59E-06 0.01 39 
Abs. Size 1876--1911 -7.46E-07 3.86E-06 0.00 39 
Abs. Size 1911--1954 -3.79E-07 9.89E-07 0.00 39 
Abs. Size 1954--1990 -6.42E-07 1.01E-06 0.01 39 

Log Size 1876--1990 -0.0021** 0.0006 0.24 39 
Log Size 1876--1911 -0.0042** 0.0015 0.17 39 
Log Size 1911--1954 -0.0013 0.0008 0.07 39 
Log Size 1954--1990 -0.0013 0.0011 0.03 39 

Rank 1876- 1990 2.08E-04** 4.55E-05 0.36 39 
Rank 1876--1911 3.78E-04** 1.22E-04 0.20 39 
Rank 1911--1954 1.44E-04* 5.62E-05 0.15 39 
Rank 1954--1990 7.79E-05 8.11E-05 0.02 39 

Japan 

Abs. Size 1925--1985 1.34E-06# 7.72E-07 0.07 40 
Abs. Size 1925--1955 8.58E-07 6.41 E-07 0.04 40 
Abs. Size 1955--1985 1.04E-06# 5.75E-07 0.08 40 

Log Size 1925--1985 0.0017 0.0011 0.06 40 
Log Size 1925--1955 0.0009 0.0009 0.02 40 
Log Size 1955--1985 0.0033* 0.0015 0.12 40 

Rank 1925--1985 -7.30E-05 7.86E-05 0.02 40 
Rank 1925--1955 -2.13E-05 6.49E-05 0.00 40 
Rank 1955--1985 -2.60E-04* 1.02E-04 0.15 40 
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164 App. Β: Examining the Robustness of Eaton and Eckstein's Results 

Table  B.l ( Continued ) 

Evidence from Growth Regressions 

Excluding Largest City 

Expl. Var. Period Coefficient  Stand. Dev. R2 # 
(1) (2) (7) (8) (9) (10) 

France 

Abs. Size 1876--1990 -1.63E-05* 6.32E-06 0.16 38 
Abs. Size 1876--1911 -2.52E-05 1.60E-05 0.06 38 
Abs. Size 1911--1954 -7.89E-06 4.76E-06 0.07 38 
Abs. Size 1954--1990 -6.29E-06 5.57E-06 0.03 38 

Log Size 1876--1990 -0.0032** 0.0007 0.37 38 
Log Size 1876--1911 -0.0069** 0.0018 0.29 38 
Log Size 1911--1954 -0.0023* 0.0011 0.12 38 
Log Size 1954--1990 -0.0018 0.0016 0.04 38 

Rank 1876--1990 2.24E-04** 4.70E-05 0.39 38 
Rank 1876--1911 4.15E-04** 1.27E-04 0.23 38 
Rank 1911--1954 1.55E-04* 5.88E-05 0.16 38 
Rank 1954--1990 7.37E-05 8.55E-05 0.02 38 

Japan 

Abs. Size 1925--1985 9.24E-07 1.42E-06 0.01 39 
Abs. Size 1925--1955 -1.98E-08 1.17E-06 0.00 39 
Abs. Size 1955--1985 1.50E-06 1.27E-06 0.04 39 

Log Size 1925--1985 0.0009 0.0014 0.01 39 
Log Size 1925--1955 -0.0001 0.0012 0.00 39 
Log'Size 1955--1985 0.0032# 0.0019 0.07 39 

Rank 1925--1985 -4.20E-05 8.06E-05 0.01 39 
Rank 1925--1955 6.87E-06 6.61 E-05 0.00 39 
Rank 1955--1985 -2.37E-04* 1.06E-04 0.12 39 
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App. Β: Examining the Robustness of Eaton and Eckstein's Results 

Upper Half Lower Half 

Coefficient Stand. Dev. R2 # Coefficient Stand. Dev. R2 # 
(Π) (12) (13) (14) (15) (16) (17) (18) 

6.96E-07 1.07E-06 0.02 20 -1.68E-04** 4.82E-05 0.42 19 
2.07E-06 1.58E-06 0.09 20 -6.21E-04** 1.28E-04 0.58 19 
1.74E-07 9.33E-07 0.00 20 -1.59E-04* 6.70E-05 0.25 19 

^1.39E-07 1.12E-06 0.01 20 5.93E-05 8.30E-05 0.03 19 

0.0002 0.0007 0.01 20 -0.0056** 0.0016 0.42 19 
0.0010 0.0010 0.05 20 -0.0213** 0.0041 0.61 19 
0.0001 0.0010 0.00 20 -0.0116* 0.0049 0.25 19 

-0.0012 0.0016 0.03 20 0.0062 0.0085 0.03 19 

-4.92E-06 1.01E-04 0.00 20 3.38E-04* 1.49E-04 0.23 19 
-7.01E-05 1.52E-04 0.01 20 1.26E-03* 4.39E-04 0.33 19 
-3.33E-05 1.51E-04 0.00 20 4.07E-04* 1.59E-04 0.28 19 

2.38E-04 2.32E-04 0.05 20 -1.62E-04 2.29Ε-Ό4 0.03 19 

1.33E-06 7.90E-07 0.14 20 7.90E-06 4.89E-05 0.00 20 
9.19E-07 6.36E-07 0.10 20 -2.12E-05 4.12E-05 0.01 20 
6.79E-07 6.69E-07 0.05 20 -2.04E-05 3.65E-05 0.02 20 

0.0019 0.0014 0.10 20 0.0021 0.0098 0.00 20 
0.0013 0.0011 0.07 20 -0.0001 0.0083 0.01 20 
0.0019 0.0020 0.04 20 -0.0001 0.0114 0.02 20 

-1.93E-04 2.21E-04 0.04 20 -7.52E-05 2.34E-04 0.01 20 
-1.42E-04 1.75E-04 0.04 20 5.72E-05 1.99E-04 0.00 20 
-3.95E-04 3.28E-04 0.07 20 8.79E-05 2.45E-04 0.01 20 

Notes: The regressions use OLS to estimate equations of the form  Avg.  gro\vth ki j = a + β Initial  condi-
tion^  + ek, where only the results for  fj  are reported. Column (1) reports the the variable which 
describes the initial condition in the respective specification. **, * and # denote significant at the 
1%, 5% and 10% level, respectively. 
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166 App. Β: Examining the Robustness of Eaton and Eckstein's Results 

a focus on absolute city size may be inappropriate to explore the relation-
ship between size and growth across cities. 

There are basically two ways then to deal with this problem. First, I drop 
the largest city from the sample. The results, reported in columns (7) to 
(10) of table B. l , confirm the intuition about the distorting impact of the 
largest cities. For example, i f Paris is excluded from the sample of French 
cities, the negative coefficient  on initial city size becomes statistically sig-
nificant at the 5% level, suggesting that there is a process of convergence. 
On the other hand, the statistical significance (at the 10% level) of the po-
sitive slope coefficient  in Japan is solely due to the country's largest city 
and disappears as soon as Tokyo is excluded from the sample. 

Second, I experiment with alternative explanatory variables. The graphs 
on the right hand side of figure B. l , for example, illustrate the size-growth 
relationship for the log of initial city size. While this modification has 
almost no impact on the Japanese sample, there is now a strong negative 
correlation between initial city size and later growth in France. The regres-
sion results in table B. l show that this finding of convergence is robust for 
the exclusion of the largest city. Also using the rank of the city as explana-
tory variable (and, thus, holding the absolute difference  between two neigh-
boring city sizes constant) strongly suggests that in France smaller cities 
(i.e., cities with a higher rank number) tend to grow faster than initially 
larger cities. This result clearly questions EE's claim that French cities 
follow a parallel growth pattern. 

In a next step, I analyze the relationship between initial population and 
city, growth for shorter time periods. Specifically, I split the full period into 
sub-periods of about 30 years each. Two results are particularly note-
worthy. First, the convergence pattern in France appears to be particularly 
strong for the period from 1876 to 1911. However, this finding is hardly 
surprising since EE note that their sample comprises the cities with a 1911 
population of at least 50,000. Thus, the results may suffer  from selection 
bias. The statistically significant results for the subsequent period from 
1911 to 1954 suggest, however, that the selection procedure is not the sole 
driving force behind the convergence pattern. Second, the positive coeffi-
cient on the initial size of Japanese cities becomes statistically significant 
(at the 5% level) in the second sub-period. This implies that from 1955 to 
1985 there has been some additional concentration in large cities, further 
questioning EE's hypothesis of parallel growth. 

I also group cities by initial size, divide the sample into two halves and 
analyze the growth pattern for these two sub-samples separately. The re-
sults are particularly interesting for France, where the convergence process 
is exclusively driven by the lower half of the sample. Moreover, it should 
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App. Β: Examining the Robustness of Eaton and Eckstein's Results 

Table  B.2 

Comparing Mean Growth Rates 

Mean growth rate t-test 

Upper half Lower half 

France 1876-1990 0.0096 0.0140 4.183** 
France 1876-1911 0.0111 0.0174 2.156* 
France 1911-1954 0.0053 0.0080 2.031* 
France 1954-1990 0.0147 0.0164 0.917 

Japan 1925-1985 0.0150 0.0140 0.577 
Japan 1925-1955 0.0153 0.0150 0.191 
Japan 1955-1985 0.0169 0.0109 2.509* 

Notes: **, * and # denote significant at the 1%, 5% and 10% level, respectively. 

be noted that in the upper half of the sample comprising the 20 largest 
cities, there is a change in the sign of the estimated coefficients  from posi-
tive in the first  period to negative in the final period. Even though the coef-
ficients are in no case statistically different  from zero, this result confirms 
similar findings for other countries in chapter 2. 

If there is parallel growth of cities, I would also expect that the cities in 
the two sub-samples have on average the same annual growth rate. Appen-
dix table B.2 compares the mean growth rates for both halves of the 
sample. The results support the regression estimates. In France, small cities 
tend to grow significantly faster than large cities, while in Japan there is 
additional concentration in large cities, with the upper half of the sample 
displaying a significantly larger growth rate than the lower half from 1955 
to 1985. 

Finally, random growth of cities across different  sizes requires that the 
growth rates of cities are not positively correlated over time. If a city 
grows faster than the sample average in one period, it should not display 
above average growth in the subsequent period. Appendix table B.3 reports 
simple correlation coefficients.  In contrast to EE's hypothesis of parallel 
growth, however, it turns out that the growth rates of cities are positively 
correlated over time. The other reported correlations basically confirm ear-
lier findings of a negative (positive) correlation between starting level and 
subsequent growth in France (Japan) and strong persistence within the city 
size distribution. 

The results can be summarized as follows. There is no evidence that 
cities grow independently of initial size. It rather appears that EE's result 
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168 App. Β: Examining the Robustness of Eaton and Eckstein's Results 

Table  B.3 

Correlation Coefficients 

Pearson 
Correlation 

Shearman 
Rank Correlation 

France Grwth 1876-1911 ,Grwth 1911-54 0.242 0.039 
France Grwth 1911-1954,Grwth 1954-90 0.380* 0.420** 
France Grwth 1876-1911, Grwth 1954-90 -0.287 -0.182 

Japan Grwth 1925-55,Grwth 1955-85 0.618** 0.403** 

France Size 1876,Grwth 1876-1990 -0.107 -0.566** 
France Size 1876,Grwth 1876-1911 -0.032 -0.283 
France Sizel911,Grwthl911-1954 -0.063 -0.366* 
France Size 1954,Grwth 1954-1990 -0.103 -0.129 

Japan Size 1925,Grwth 1925-1985 0.272 0.169 
Japan Size 1925,Grwth 1925-1955 0.212 0.041 
Japan Size 1955,Grwth 1955-1985 0.281 0.330* 

France Size 1876,Size 1990 0.995** 0.667** 
France Sizel876,Sizel911 0.998** 0.863** 
France Sizel91 l,Sizel954 0.999** 0.888** 
France Size 1954,Size 1990 0.999** 0.914** 

Japan Size 1925,Size 1985 0.984** 0.786** 
Japan Size 1925,Size 1955 0.994** 0.920** 
Japan Sizel955,Sizel985 0.997** 0.920** 

Notes: **, * and # denote significant at the 1 %, 5% and 10% level, respectively. 

of parallel city growth across different  sizes crucial ly hinges on an inap-
propriate procedure to analyze the data. A n application o f several alterna-
t ive techniques unequivocally suggests that there is convergence across 
French cities and, in slightly weaker form, divergence in Japan. Unfortu-
nately, there is also no convincing support for the results in chapter 2 
which suggest that there has been a change in the growth pattern over t ime 
from divergence to convergence. Possible explanations for this deviation 
range from EE's decision to leave their sample unchanged over t ime to the 
avai labi l i ty of more comprehensive agglomeration data for France and 
Japan. 

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



Appendix 

Replicating Krugman and Livas Elizondo (1996) 

To allow total comparability, the numbered equations refer  to Krugman and 
Livas Elizondo's original paper. 

Assumptions: 

L = 1 
σ  = 4 
τ = 1.4 
7 = 0.2 
Z o = 10 

Hypothesis: 

For ρ — 1.83 and L\ = 1 (L 2 — 0) the real wage differential {ω\  — ω2) is a 
positive number (see their Figure 1). 

Calculation : 

First, I calculate the net labor input of a location using equation (3): 

Z, = 0.9 Z2 = 0 

which is, according to equation (11), also the number of products produced 
at this location. 

Using (12) and (16), I get some input for the calculation of the price in-
dices: 

A0 = 0.91743 A, = 0.08257 A2 = 0 Κ = 0.45102 

As the model cannot be solved analytically, I have to use numerical simula-
tions to solve the equations for the wage rates ([27] and [28]) simultan-
eously. Assume, then, that we have 

wi = 1.07687 and w2 = 1.02011. 

Using (4), I can calculate the income at a location: 

Y 0= 10 K, = 0.96918 r 2= 0 
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170 App. C: Replicating Krugman and Livas Elizondo (1996) 

Now I am able to solve for the price indices from equations (13)—( 15): 

T 0 = 0.45352 Tj = 0.75190 T 2 = 0.80819 

Finally, I can calculate the real wage rates using (17): 

ωχ = 1.14575 CJ2 = 1.26222 

Contrary to Krugman and Livas Elizondo's claim, then, the real wage dif-
ferential  is negative: 

( j , - ω ι = -0 .11647 

As a cross-check I use my results to solve equations (27) and (28). As ex-
pected I get my assumed wage rates: 

w, = 1.07687 w2 = 1.02011. 
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Appendix 

Description of the Data 

City  Population 

Data on city population are compiled from national statistical yearbooks. 
In some cases, the data refer  to the nearest census date available. Appendix 
table D. l lists the country's largest cities. 

GDP 

Data on GDP (measured in million 1990 Geary-Khamis Dollars) are 
taken from Angus Maddison Monitoring  the World  Economy 1820-1992 
(Paris: OECD) Table C-16. In case of missing data, figures are derived by 
interpolation (Portugal 1880, 1910, 1920; Spain 1880; Switzerland 1880, 
1890). Data for Portugal in 1930 and 1940 are from 1929 and 1938, respec-
tively. Data for Austria before 1920 and for Germany before 1950 are cal-
culated by multiplying GDP per capita taken from Angus Maddison Moni-
toring  the World  Economy 1820-1992 (Paris: OECD) Table D - l with popu-
lation taken from Brian R. Mitchell International  Historical  Statistics 
Europe 1750-1988  (New York: Stockton Press) Table A l . 

Population 

Data on population are taken from Angus Maddison Monitoring  the 
World  Economy 1820-1992 (Paris: OECD) Table A-3. Missing data for 
Spain (1880) and Portugal (1880) are derived by interpolation. Data for 
Austria before 1920 and for Germany before 1950 are taken from Brian R. 
Mitchell International  Historical  Statistics  Europe 1750-1988  (New York: 
Stockton Press) Table A l . 

Area 

Area data is taken from Arthur S. Banks Cross-Polity  Time-Series  Data 
(Cambridge: MIT Press) Segment 1 and is converted to square kilometers 
(by multiplying the original data in square miles with 2.59). The data gen-
erally refer  to the current territory, except for Austria and Germany. 
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App. D: Description of the Data 173 

Trade 

Data on the share of trade in GDP are calculated from Brian R. Mitchell 
International  Historical  Statistics  Europe 1750-1988  (New York: Stockton 
Press) Tables E l and Jl. In some cases, the data refer  to the nearest census 
date available. Missing values are calculated from Angus Maddison Moni-
toring  the World  Economy 1820-1992 (Paris: OECD) and Arthur S. Banks 
Cross-Polity  Time-Series  Data  (Cambridge: MIT Press) Segment 5. Histori-
cal data for Portugal (1870-1940) is derived from Ana Bela Nunes, Euge-
nia Mata and Nuno Valerio "Portuguese Economic Growth 1833-1985" 
Journal  of  European  Economic  History 18 (Fall 1989): 291-330. Appendix 
E gives a detailed description of the construction of the trade-to-GDP data 
set. 

Labor  Force  Outside  of  Agriculture 

Data on the share of the labor force outside of agriculture, forestry  and 
fishing are calculated from Brian R. Mitchell International  Historical  Sta-
tistics  Europe 1750-1988  (New York: Stockton Press) Table B l . In some 
cases, the data refer  to the nearest census date available. Missing data are 
derived by interpolation (Belgium 1940, Finland 1890, Germany 1900, Italy 
1890, Netherlands 1880, 1940, Norway 1880, Portugal 1920, Spain 1930, 
Switzerland 1880). Data for Germany 1870 is taken from Angus Maddison 
Monitoring  the World  Economy 1820-1992 (Paris:OECD) Table 2-5 and 
data for Finland 1870, Norway 1870 and Switzerland 1870 are estimated. 
Data for 1990 are taken directly from Brian R. Mitchell's original source 
for data from 1968 to 1981, the International Labour Organization's Year-
book of  Labour  Statistics  (Geneva: ILO). 

Urbanized  Population 

Data on the share of urban population are available for the time period 
from 1950-1990 from the United Nations' Demographic  Indicators  of 
Countries  (New York: UN). Historical data compatible with UN estimates 
are derived from Peter Flora (with Franz Kraus and Winfried Pfenning) 
States,  Economy , and Society  in Western  Europe 1815-1975  (Frankfurt: 
Campus) volume 2, chapter 3 (except for Portugal and Spain) and from 
Pedro Pereira and Maria Mata (eds.) Urban  Dominance and Labour  Market 
Differentiation  of  a European  Capital  City:  Lisbon 1890-1990 (London: 
Kluwer) for Portugal. Specifically, comparable data is calculated by using 
the reported share of population in localities with less than 5,000 inhabi-
tants (for Denmark and Norway less than 2,000; for Italy less than 10,000). 
In the time period with overlapping data (usually 1950-70), the R 2 between 

12 Niisch 
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174 App. D: Description of the Data 

both measures is higher than 0.99 for Austria, Finland, France, Germany, 
Italy, Norway, Sweden and Portugal, about 0.9 for Belgium and Switzer-
land, and only for the Netherlands at 0.35. For Spain, I use the share of 
population in province capitals in total population as a proxy for urbaniza-
tion. From 1950-70, there is a very strong correlation between this measure 
and the urbanization rate reported by the UN (with an R 2 of 0.99). 

Given the share of urban population, I can then easily calculate the fig-
ures for urbanized population outside the main city and for nonurbanized 
population. 

Ratio  of  Import  Duties  to Imports 

The ratio is calculated by dividing import duties compiled from various 
issues of the International Monetary Fund's Government  Finance  Statistics 
Yearbook  (Washington: IMF) Table A line 6.1 by total imports taken from 
the IMF's International  Finance  Statistics  Yearbook  (Washington: IMF) 
line 71. 

Tariff  Rate 

Data on the tariff  rate is taken from Jong-Wha Lee "International Trade, 
Distortions, and Long-Run Economic Growth," IMF Working Paper 92/90, 
who provides the actual average tariff  rate on imported inputs, intermedi-
ate, and capital goods in or around 1980. 

Passenger  Cars 

Data on the usage of passenger cars are calculated by dividing the 
number of motor vehicles (private cars) in use taken from Brian R. Mitch-
ell International  Historical  Statistics  Europe 1750-1988  (New York: Stock-
ton Press) Table F6 by total population. Due to missing car data, the 
number of cars refers  in some cases to the nearest census date available. 

Railway  Density 

Data on railway density are calculated by dividing the length of railway 
lines open (in kilometers) taken from Brian R. Mitchell International  His-
torical  Statistics  Europe 1750-1988  (New York: Stockton Press) Table F l 
by land area. Missing data for Austria 1940 is derived by interpolation. 

FOR PRIVATE USE ONLY | AUSSCHLIESSLICH ZUM PRIVATEN GEBRAUCH
Generated for Hochschule für angewandtes Management GmbH at 88.198.162.162 on 2025-10-30 04:07:18

DOI https://doi.org/10.3790/978-3-428-50499-2



App. D: Description of the Data 175 

Dictatorship 

Data on the presence of dictatorships are based on Frances Nicholson 
(ed.) Political  and Economic  Encyclopaedia  of  Western  Europe  (Harlow: 
Longman). 

Cabinet  Changes 

Cabinet changes refers  to the number of times in the preceding decade 
that a new premier is named and/or 50% of the cabinet posts are occupied 
by new ministers. The series is compiled from yearly data taken from 
Arthur S. Banks Cross-Polity  Time-Series  Data  (Cambridge: MIT Press) 
Segment 1. Missing values are replaced by the decade average calculated 
from the remaining years for which data is available. 

Changes in Effective  Executive 

Changes in effective  executive refers  to the number of times in the pre-
ceding decade that effective  control of the executive power changes hands. 
The series is compiled from yearly data taken from Arthur S. Banks Cross-
Polity  Time-Series  Data  (Cambridge: MIT Press) Segment 1. Missing 
values are replaced by the decade average calculated from the remaining 
years for which data is available. 
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Appendix E 

Construction of Openness Measure 

As a complete historical data series on the openness of countries is not 
available, data on the share of trade in GDP is constructed in a three-step 
procedure, combining information from a number of different  data sources. 

First, the basic data is taken from Brian R. Mitchell International  Histor-
ical  Statistics  Europe 1750-1988  (New York: Stockton Press) which pro-
vides data on exports and imports (Table E l ) and GDP (Table Jl) , all in 
current prices and national currency. The openness ratio can then be easily 
calculated by dividing the sum of exports and imports by GDP. 

While the trade data is almost complete (with the exception of Switzer-
land in 1870 and 1880), however, no GDP values are available for most 
countries before 1900. Specifically, data on GDP are missing for the Neth-

Table  E.l 

Comparing Openness Ratios from Maddison and Mitchell 

Country # of overlapping 1913 R2 1988 adj. 
observations ignored R2 

Austria 4 0.82 0.90 
Belgium 5 Yes 0.85 0.87 
Denmark 6 Yes 0.63 0.80 
Finland 6 Yes 0.67 0.83 
France 6 0.68 0.79 
Germany 6 0.89 0.91 
Italy 6 0.84 0.92 
Netherlands 5 Yes 1.00 0.96 
Norway 6 0.70 0.87 
Portugal 3 1.00 1.00 
Spain 5 0.67 0.81 
Sweden 6 0.91 0.88 
Switzerland 5 Yes 0.95 0.86 
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erlands and Spain before 1890, for Austria, Belgium and Switzerland 
before 1900, and for Portugal before 1940. In sum, a full time series on 
openness can only be calculated from Mitchell for Denmark, Finland, 
France, Germany, Italy, Norway, and Sweden. 

Therefore,  in a second step, I use Angus Maddison Monitoring  the World 
Economy 1820-1992 (Paris: OECD) to get reasonable GDP estimates (in 
national currency and current prices) for 1870. In particular, Maddison 
(Tables 2-4 and 1-2) reports exports-to-GDP ratios for the six specific years 
1870, 1913, 1929, 1950, 1973, and 1992. Comparing, then, Maddison's and 
Mitchell's data sets country by country yields consistently high correlations 
(cross checking revealed unrealistically high and apparently distorted values 
in Mitchell for some small countries in 1913 which therefore  have been 
ignored). In simple regressions of the exports-to-GDP ratios taken from 
Maddison on exports-to-GDP calculated from Mitchell, the adjusted R 2 

varies between 0.63 and 1.00. Moreover, correcting for the fact that the last 
observation in Mitchell refers  to 1988 while Maddison's data refer  to 1992, 
further  improves the fit. Multiplying Mitchell's 1988 exports-to-GDP ratio 
by factor 1.15 raises the lowest R 2 in the country-specific regressions to 
0.79 (for France, for which we have complete data from Mitchell anyway). 

Using the results of the basic regressions, Maddison's 1870 exports-to-
GDP ratio is re-scaled to fit Mitchell's data. Given this exports-to-GDP 
ratio and absolute exports values in Mitchell, comparable estimates for 
GDP (in national currency and current prices) are calculated. Finally, re-
peating step #1, 1870 openness measures are constructed from Mitchell's 
total trade volumes. 

Third, starting from the calculated GDP values for 1870 in national cur-
rencies, missing GDP values between 1870 and 1900 or 1910 are approxi-
mated using information on the change in real GDP taken from Maddison 
(and re-scaled so that the data fit the first  year for which data is available 
from Mitchell). 

The complete data set on openness is given in Table E.2. 
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