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Chapter 1

Introduction

In the 1990s, there has been a broad revival of interest in economic geo-
graphy, the location of economic activity in space. According to Econlit,
the share of articles with JEL classification code R covering “urban, rural,
and regional economics” in four top economics journals' has risen consider-
ably over the past decade, almost doubling from an average of about 1.6%
in the period from 1986 to 1988 to 2.9% ten years later. Also in the policy
context, issues in urban economics have attracted greater attention. The
World Bank, for instance, has recently devoted two complete chapters of its
World Development Report 1999/2000 to cities.

One of the most notable features of this “new economic geography” is a
close association between theoretical and empirical work. In contrast to ear-
lier research, theoretical studies appear to be far more strongly focused on
real-world phenomena. Recent examples include the role of natural advan-
tages in the making of major cities (e.g., Fujita and Mori [1996]), the po-
tential impact of trade liberalization on peripheral regions (e.g., Krugman
and Venables [1990]), and the evolution of hierarchical urban systems (e. g.,
Fujita, Krugman and Mori [1999]). Moreover, new modeling techniques
also allow to address complex issues in greater detail.

At the same time, empirical work is often much more closely tied to
theoretical models. Instead of purely detecting possible stylized facts, con-
siderable efforts have been made to test for the relevance of theoretical
results. Donald Davis and David Weinstein (1996, 1999), for instance, have
analyzed in a series of papers the empirical importance of the home market
effect, as suggested by Krugman (1980). Another example is Gordon
Hanson (1998) who provides an interesting attempt to estimate a market
potential function, implied by new geography models.

A major shortcoming of recent empirical work in urban economics is,
however, the startling concentration on basically only two estimation strate-
gies. Probably driven by the limited availability of data, most of the ana-
lyses are either cross-country studies which usually seek to explore a data

! The examined journals are the American Economic Review, the Quarterly Jour-
nal of Economics, the Journal of Political Economy, and the Review of Economics
and Statistics.
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set as rich as possible or the studies examine single country data and then
often focus on U.S. experiences.

This thesis aims to provide a new — European — perspective. The basic
idea is that a focus on European cities, apart from being interesting for
itself, allows to combine the advantages of both previous approaches. In
particular, there is considerable cross-country variation while, in addition,
also reliable historical data is available. Therefore, it is one of the contribu-
tions of this thesis to compile a new data set of European cities which
covers 13 countries and ranges from 1870 to 1990.

This data set is then applied to explore several hypotheses which have
been recently proposed in the literature. In fact, as the field of urban eco-
nomics is emergent and dynamic, there are a number of interesting and
innovative suggestions which virtually cry out for further examination. On
the theoretical side, it is often necessary to sort through which of the intri-
guing possibilities indicated by economic models are truly relevant or need
to be elaborated further. On the empirical side, evidence is often only infor-
mative or not convincingly robust and therefore has to be investigated in
far more detail, examining different contexts and applying alternative
econometric methods. Inspired by the spirit of the new economic geogra-
phy then and thus closely connecting theoretical and empirical aspects,
three sets of issues are discussed in this thesis: the growth pattern of cities
and their implications for Zipf’s law, the relationship between trade open-
ness and urban concentration, and the role of history for city growth.

Chapter 2 begins with an analysis of Zipf’s law, the striking empirical
regularity that the number of cities with a population larger than S tends to
be proportional to //S. Surprisingly, there is still no convincing explanation
for this astonishingly stable pattern in the size distribution of cities, even
though the empirical regularity is known for at least 80 years now. The
best available answer then is a model of random growth of cities — an idea
which has been recently formalized by Xavier Gabaix (1999) who shows
that a scale-invariant growth process produces a final distribution that fol-
lows a power law. The analysis in chapter 2, however, raises some doubts
whether there is really random growth across cities. The results rather sug-
gest that there is an empirical relationship between city size and subsequent
growth, but with a changing sign over time. Nonetheless, Zipf’s law seems
to hold for the European countries in the sample with reasonable precision.

Chapters 3 and 4 explore another interesting recent hypothesis which can
be appropriately analyzed with the data at hand. In a provocative paper,
Krugman and Livas Elizondo (1996) have suggested that protectionist trade
policies are a major cause of large central cities. Based on anecdotal evi-
dence from Mexico, they develop a simple theoretical model in which ex-
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ternal trade liberalization promotes spatial deconcentration. As the model is
basically solved through simulations, however, chapter 3 provides a de-
tailed sensitivity analysis and allows for several extensions, showing that
the theoretical results are not robust. Specifically, it is shown that, for a
particular range of plausible parameter values, trade does not affect urban
concentration.

Chapter 4 then turns to the empirical analysis. Looking at a long time
series from 1870 to 1990, the results are not convincing. While there is
indeed a negative association between openness and the size of a country’s
largest city in the last few decades, confirming earlier findings for this time
period (e.g., Ades and Glaeser [1995]), the results become insignificant for
earlier years and alternative measures of urban concentration. Thus, the em-
pirical evidence for an association between external trade and internal geo-
graphy turns out to be shaky, at best.

Chapter 5, finally, examines the impact of history on city growth. Here,
it is argued that the dissolution of the Austro-Hungarian Empire in 1918
provides a natural experiment to analyze the existence of path dependence.
Specifically, if history matters, one would expect that the dramatic reduc-
tion in the country’s population and territory has no measurable effect on
the subsequent development of the largest city, Vienna. The Austrian ex-
perience, then, is in favor of lock-in effects. While Vienna’s urban domi-
nance declines relative to other European capitals in the sample immedi-
ately after the break-up, this effect quickly runs out. Despite its overdimen-
sion, Vienna’s primacy even starts to increase again a half century after the
dissolution of the Habsburg Empire, indicating that there is a strong pattern
of path dependence in city growth.

In conclusion, the three examples in this thesis nicely illustrate the vari-
ety of interesting challenges for empirical work in urban economics and the
extent to which a new data set can be used to address these seemingly dis-
parate issues. The European experience then provides a rich laboratory of
real-world data which still waits to be explored.

2 Nitsch



Chapter 2

Some Empirics on Zipf’s Law for Cities

2.1 Introduction

One of the most striking empirical regularities in urban economics, if not
in economics or the social sciences in general, is the rank-size rule which
states that the (log of the) population of a city tends to be inversely propor-
tional to (the log of) its rank in a country’s urban system. That is, if one
sorts the cities within a country by population, it turns out that the number
2 city has about one-half of the population of the largest city, the number 3
city about one-third that population, and so on. More generally, the number
of cities whose population exceeds some size S is approximately propor-
tional to //S or, mathematically, Prob(Size > S) = bS™°, with a = 1. Thus,
the size distribution of cities appears to follow a power law with exponent
1, which is also often referred to as the rank-size rule or Zipf’s law.!

The finding of a log-linear relationship between the rank and the popula-
tion size of a city (quite apart from the slope of —1) is surprising already
for itself since there is nothing in the data causing them to generate this
pattern automatically. However, Zipf’s law is particularly striking with two
respects. On the one hand, the empirical fact appears to be extremely
robust. Dobkins and Ioannides (1999), for example, show that the rank-size
rule is valid for more than a century of U.S. data. Also in a broad cross-
section of countries, the power law seems to describe the size distribution
of cities fairly well. Examining a sample of 44 countries, Rosen and Res-
nick (1980) estimate a mean exponent of 1.136.% Given that empirical re-
sults in economics are often fragile or subject to qualifications, this almost

! The law is named after George Zipf (1949), who collected a number of empiri-
cal regularities in the social sciences. However, the observation of a rank-size rela-
tionship in national city-size distributions dates at least back to Auerbach (1913).

2 Therefore, outside the U.S., the exponent tends to be somewhat larger than the
value of | implied by the rank-size rule, indicating that the populations in most
countries are more evenly distributed. Rosen and Resnick (1980), however, also
show that the estimated exponent is quite sensitive to the definition of the city.
When applying data for metropolitan areas instead of city data (for a small subsam-
ple for which both data were available), they find that the estimated exponent gets
closer to 1.
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universal applicability of the rank-size rule is astonishing or, as Paul Krug-
man (1996b, p. 40) puts it, “spooky”.

On the other hand, the regularity is apparently hard to explain. In fact,
although the existence of a power law in national city size distributions is a
stylized fact for more than 80 years now, economic models of urban sys-
tems have largely ignored this issue or, more precisely, are unable to repro-
duce this result. The most promising approaches to explain Zipf’s law for
cities, then, refrain from economic analysis and model the emergence of a
power law distribution as the result of random growth processes. An early
example for this line of research is Simon (1955), and also Xavier Gabaix’s
(1999) recent explanation is based on a stochastic growth model.

These explanations, however, begin to shift the focus back to the empiri-
cal side again. In fact, even though the good fit of Zipf’s law seems to be
an established fact now, an (arguably even growing) number of issues has
to be investigated empirically. A first set of questions, for example, refers
to the proposed theoretical explanations. Do cities really grow randomly
across a certain range of city sizes so that there is no observable difference
in the growth rate between large, medium and small cities? Furthermore,
focusing on Gabaix’s (1999) approach, is also the variance of the growth
rate independent of city size?

A second set of questions arises from the almost universal validity of the
rank-size rule. If Zipf’s law holds for countries with very different eco-
nomic structures and histories, what explains deviations from an exponent
of 1?7 Apart from the above mentioned measurement problems, the standard
explanation seems to be the existence of large central cities, with their size
possibly distorted by special factors. But, does the exclusion of a country’s
largest city improve the empirical fit of the rank-size rule? Another possi-
ble candidate is that the cut-off point of cities used in the sample is too
large and that the gradual inclusion of smaller cities would decrease the
Zipf parameter (see Gabaix [1999, pp. 756-758]). But, do smaller cities
really have a lower Zipf exponent?

This chapter deals with some of these issues, exploring data from 11
European countries. To preview the main results, national city size distribu-
tions in the sample generally follow Zipf’s law with reasonable precision.
However, there is basically no evidence for some of the proposed explana-
tions for empirical deviations from an exponent of 1. Also the evidence for
both random growth and equal variances across city sizes is not convinc-
ing. In sum, there is considerable variation in national experiences.

The chapter is in six parts. To provide some motivation for the empirical
analysis, section 2 starts with a short presentation of some theoretical at-
tempts to explain the rank-size rule using models of random growth. Sec-

2%
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tion 3 then explores the rank-size relationship for a number of European
countries, covering a time span of more than 100 years. Section 4 examines
the distribution dynamics in the national urban systems in more detail. Sec-
tion 5 argues that the break-up of the Austro-Hungarian Empire in 1918
provides some sort of a “natural experiment” to analyze a city size distri-
bution which can be assumed to converge to its new steady state, and sec-
tion 6 concludes.

2.2 Theoretical Explanations

Given the striking empirical robustness of Zipf’s law for cities, it is not
surprising that there have been a number of attempts to explain this regular-
ity. Basically, two lines of research can be distinguished. On the one hand,
there is some work which seeks to provide an economic rationale for this
pattern. The basic aim is to build a model which generates a city size dis-
tribution that obeys Zipf’s law.> However, while it may be possible to
show that an urban hierarchy model produces a Zipf distribution for certain
specific parameter assumptions, the main difficulty of these attempts is that
they do not explain the actual key feature of the rank-size rule: the robust-
ness for a wide range of countries and time periods and, in effect, eco-
nomic conditions.

The probably more promising approach is therefore to derive Zipf’s law
as the result of random growth processes. Fascinated by innovations in
other fields of sciences, especially Paul Krugman (1996b, 1996¢) has pro-
moted this line of research which partly borrows from physics. The basic
underlying idea is that there is scale invariance in the growth rates of cities.
Because cities display on average the same pattern of growth at all scales,
size would be more or less irrelevant. If this assumption is correct, how-
ever, then it is possible to show that the resulting distribution of cities is
also scale-invariant and can be described by a power law.

Consider, for example, the thought experiment by Herbert Simon (1955).*
Suppose that a country’s urban population grows over time and that new
migrants locate at a previously unpopulated place (i.e., form a new small
city) with some probability 7 and go to an existing city with probability
1 — , with the probability that they choose to locate in any particular city
proportional to its population. After some algebra, it can be shown that the
resulting size distribution of cities indeed follows a power law, with expo-

3 Actually, this work is rather rare. Instead of forceful attempts to model Zipf’s
law as the outcome of economic interactions, theoretical work in urban economics
has largely neglected Zipf’'s law and, thus, often yields unrealistic results.

4 See also Krugman (1996b) and Fujita, Krugman and Venables (1999) for de-
tailed expositions of Simon’s (1955) model.
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nent 1/(1 — ). However, while Simon’s model represents a remarkable
break-through, it is not the whole story. In fact, there are at least two prob-
lems, both related to the empirical finding of a Zipf exponent of 1. First, at
m =0 (which is needed to get an exponent of 1), there is a degeneracy
problem. As Krugman (1996b, pp. 96-97) shows, a value of 7 close to 0
implies that it requires a very large (at the limit infinitely) increase in popu-
lation to produce a smooth power law distribution. Second, Gabaix (1999)
notes that a Zipf exponent of 1 requires in Simon’s model that the growth
rate of the number of cities is equal to the growth rate of the population of
existing cities and argues that this is a highly unrealistic and actually coun-
terfactual proposition.

In view of these difficulties, there have been some other attempts to use
a stochastic growth model to explain Zipf’s law. An interesting recent con-
tribution is Gabaix (1999). Departing from Gibrat’s law which states that a
growth process is independent of size and additionally assuming that also
the variance of the growth rate is uncorrelated with size, he demonstrates
that the limit distribution will converge to Zipf’s law. The basic idea can
be illustrated as follows. Let S (i = 1...N) denote the normalized size of
city i so that ¥¥S' = 1. Assume then that cities grow at some common
mean rate, but with some idiosyncratic shocks +'. Hence, the growth pro-
cess can be described by S}, =+, S}, where the 4/ ,’s are independently
and identically distributed random variables. Further, since the average
normalized size must be constant, E(y) =1 and the mean normalized
growth rate is 0. If one denotes the tail distribution of city sizes by
G,(S) := Pr(S, > S), the equation of motion is G, = E[G,(S/¥,+1)], or in
steady state G = E[G,(S/~)]. Finally, Gabaix proves that a Zipf law distri-
bution of the form G(S) = a/S is the only steady-state distribution, which
satisfies this equation.

In sum, Gabaix (1999) shows that if all cities over some range of sizes
follow a proportional growth process with the same expected growth rate
and the same standard variation, the limit distribution will converge to
Zipf’s law. The main question then is whether these two assumptions are
reasonable. Preliminary empirical evidence (e.g., Eaton and Eckstein
[1997]) is supportive but shaky. Therefore, in the next sections, I will at-
tempt to verify these propositions.

2.3 Evidence on Zipf’s Law in Europe

Although there is already a rich empirical literature on Zipf’s law, I will
examine in a first step the robustness of this regularity for the countries in
my sample. The aim is threefold. First, before it is possible to examine
whether conditions for the emergence of Zipf’s law are fulfilled, it is of
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course necessary to make sure that the data itself display a Zipf distribu-
tion. Second, as a perfect fit of Zipf’s law for all countries and time peri-
ods in the sample is rather unlikely, I am also able to explore some of the
proposed explanations for empirical deviations from an exponent of 1. Fi-
nally, an examination of national city size distributions also provides some
intuition for particular characteristics of the data.

The sample comprises data from ten European countries: Belgium, Den-
mark, Finland, Italy, the Netherlands, Norway, Portugal, Spain, Sweden,
and Switzerland.’ The main advantage of this focus on a limited set of
countries is the availability of fairly reliable historical data. In fact, for sev-
eral countries, the data series on city population reach back to 1870. Given
mostly moderate changes in city size distributions over time, the analysis
often proceeds in 20-year-intervals.

The plan for the remainder of this section is as follows. The next subsec-
tion describes the data sources in detail. Then, the basic results on the valid-
ity of Zipf’s law for the countries in the sample are presented, and a conclud-
ing subsection examines empirical deviations from an exponent of 1.

2.3.1 Data

Apparently, the most critical issue in analyzing empirical city size distri-
butions is the problem of data selection and data transformation. In fact,
previous studies have shown that small variations in the definition of the
data set can have a large impact on the results. For example, Dobkins and
Ioannides (1999) and Black and Henderson (1998) both provide estimates
for the U.S. city size distribution from 1900 to 1990. Their estimated Zipf
exponents, however, vary considerably both in absolute size and changes
over time. While Dobkins and Ioannides (1999) report a gradual decline in
the exponent from 1.04 in 1900 to about 0.95 in 1990, Black and Hender-
son (1998) find a relatively stable parameter value of about 0.85.

In compiling the data, then, at least three sets of problems can be distin-
guished. First, the city data should refer to the widest possible definition of
a metropolitan area. Since workers often reside in surrounding areas, census
data based on tightly defined city boundaries are likely to capture only a
fraction of the population of the integrated economic unit. If this fraction is
roughly constant across cities and, thus, all cities are affected alike, this
problem would only marginally affect the results. However, as the exist-
ence of suburbs is mainly a phenomenon of large cities, a shift in conven-
tion from proper city limits to metropolitan areas can generally be expected

5 Section 2.5 additionally explores data from Austria.
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to lead to larger differences across city sizes. Indeed, Rosen and Resnick
(1980) present a comparison of national size distributions for cities and
urban agglomerations, using a subsample of six countries for which both
data were available. As expected, they find that the estimated Zipf para-
meter is consistently lower for metropolitan areas, indicating a more
uneven distribution of population.

Second, when analyzing the growth of cities, it is necessary to define
these entities consistently over time. Otherwise, redefinitions of city bound-
aries will lead to discontinuous changes in population which would distort
the observed growth rates. In a few cases, it is easily possible to overcome
this difficulty. Some national statistical offices do not only report the re-
sults of the latest census but also provide historical population data based
on time-consistent (usually the most recent) definitions of city limits, di-
rectly allowing a reliable analysis of growth dynamics. An example is the
decennial publication Wohnbevolkerung der Gemeinden by the Swiss Fed-
eral Statistical Bureau. It is, however, also possible to deal with this prob-
lem when official data are not directly available. Donald Bogue (1953), for
example, reconstructs U.S. city and county data from 1900 to 1940 to get
numbers which are compatible with the 1950 concept of Standard Metro-
politan Statistical Area.

Third, there has to be some convention to determine when an area actu-
ally enters the sample as a city. Even if one decides to include all officially
named cities in a country at a particular point in time, the choice of cut-off
is subjective. There will be probably some villages (which are not included
in the sample because of their lack of city status) with a population larger
than that of the smallest cities (which are, by definition, included in the
sample). The problem is compounded when deciding — for the purpose of
practicability — to limit the size of the sample and to consider only the
upper tail of the distribution. Then, there are basically three ways to define
a cut-off point. A first method is to adhere to the procedure often used by
statistical offices which report urban areas with a population above a fixed
absolute size. The U.S. Bureau of the Census, for example, defines metro-
politan areas as having more than 50,000 inhabitants. The main difficulty
of this fixed absolute size cut-off is, however, that the number of observa-
tions is likely to change each year. More specifically, given long-run pro-
cesses of rising total population and growing urbanization, the sample size
is likely to increase over time which could possibly distort the results.
Gabaix (1999), for example, argues that Dobkins and loannides’ (1999)
finding of a gradual decline in the estimated Zipf exponent for
U.S. metropolitan areas over a century is simply due to the fact that their
sample contains more relatively small cities in later decades, with their
sample size growing from 112 in 1900 to 334 in 1990.
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To avoid this distorting effect, it might be preferable to define a relative
cut-off point. Black and Henderson (1998), for instance, calculate the ratio
of the minimum to the mean metropolitan area population in 1990 and then
apply this ratio as the selection criterion to earlier decades. While this pro-
cedure does not rule out changes in sample size, it allows at least the ana-
lysis of comparable ranges of city sizes over time.

Finally, it is possible to fix the number of cities included in the sample.
The main advantage of this approach is that it captures approximately the
same portion of the overall national city size distribution across countries
so that it may be particularly useful when comparing the results internation-
ally. In fact, Rosen and Resnick (1980) use this method in their analysis of
the urban structure in 44 countries. Eaton and Eckstein (1997) even go one
step further. Examining the size distribution of cities in France and Japan
over a period of up to 100 years, they do not only fix the number of obser-
vations in their sample but also use a constant set of cities, arguing that
there would have been only marginal variations if they had allowed for
changes in the composition of the sample. Interestingly, Rosen and Resnick
(1980) also provide a comparison of Zipf estimates for different sample
sizes. However, if they depart from their standard selection criterion of
using a country’s 50 largest cities and extend their sample to comprise all
cities with populations greater than 100,000 inhabitants, they find that both
the direction and the magnitude of changes in the results vary widely
across countries.

In view of this obvious sensitivity of the results to data definitions, it is
important to describe the construction of the data set in detail and to dis-
cuss explicitly how it is dealt with the problems. Unfortunately, often the
lack of appropriate data already severely restricts the opportunities to ad-
dress possible effects of alternative data definitions. Therefore, it is also
necessary to emphasize the limits of the empirical analysis in this chapter.

I begin, then, with a description of the data sources. The population fig-
ures are mostly taken from national statistical yearbooks. Specifically, the
data is compiled by hand from historical issues of national yearbooks, with
one exception. For Portugal, Nunes (1996) already provides a comparable
compilation of city data so that it was not necessary to consult yearbooks.
Most notably, the Portuguese population figures also refer to city bound-
aries at the time of the census.®

Whenever possible, this information is cross-checked with special statisti-
cal releases on the results of population censuses. In the cases of Italy and
Spain where yearbooks sometimes provide only population figures for

¢ The references provide a detailed listing of the data sources.
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county capitals, these sources are used to extend the sample to cover the
full range (and not only a selective set) of large cities in both countries.
Moreover, as those publications often contain data for earlier decades re-
vised to conform with the latest definitions of city boundaries, it is also
possible to compare reconstructed figures with initial releases. However,
only in a very few cases, I find minor differences between both sources,
suggesting that the impact of redefinitions of city sizes is rather limited.
Therefore, I have decided to stick to the original yearbook data, favoring a
year-specifically correct analysis over consistency over time.

As a standard selection criterion, I have included all cities with a popula-
tion of more than 50,000. However, the data set also comprises a number
of small countries with very few cities above this absolute cut-off point. In
those cases, the sample is extended to cover at least the 20 largest cities in
a country to guarantee a minimum sample size.”

The most obvious difficulty arising from these data definitions then is
the exclusive use of national sources. As the data are not harmonized and,
thus, are likely to display some country-specific characteristics, they might
provide a correct snapshot of a country’s urban structure at a particular
point in time, but are probably not fully compatible across countries. There-
fore, the results, especially differences between countries, should be gener-
ally interpreted with care. There are also a number of other potential data
problems. As these issues, however, are often closely related to the ques-
tion at hand, they are discussed in the respective subsections.

2.3.2 Basic Results

In a first step, I examine the empirical fit of the rank-size rule for the
ten European countries in my sample. Figures 2.1a-2.l1e present simple
Zipf plots. Apart from the general observation that the distributions tend to
shift to the right over time reflecting an increase in mean city sizes, there
are also considerable differences across individual countries. Belgium, for
example, is characterized by four almost equally large cities (Brussels, Ant-
werp, Gent and Liege). Similarly, the Dutch urban structure is dominated
by three, the Portuguese and Spanish structures by two cities which are

7 Even with 20 observations, the sample may appear a bit small. However, a
comparison of the results with Rosen and Resnick’s (1980) estimates for the 50
largest cities in a country does not indicate that a larger sample necessarily yields
further insights. Appendix table A.l shows that the differences, if there are any, are
rather small. Moreover, it should be noted that for some countries and years a
further extension of the sample is almost impossible. For example, the #20 city in
Finland in 1870 has a population of only 1,121, a size which can only hardly be
associated with an urban agglomeration.
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Figure 2.1a: Zipf Plots for Belgium and Denmark

considerably larger than the rest of the distribution. In Denmark and
Finland, the population is obviously too heavily concentrated in overdimen-
sioned central cities while the plots for Norway, Sweden and Switzerland
display fairly smooth city size distributions. Another general observation is,
however, that those differences get smaller over time and national urban
structures tend to converge to a distribution which appears to obey

Zipf's law.
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Figure 2.1b: Zipf Plots for Finland and Italy

To analyze the empirical fit of the rank-size rule in more detail, tables
2.1a-2.1d report estimated Zipf exponents. The fit of the regressions is ex-
cellent, with an adjusted R? generally above 0.90 and the coefficients being
statistically highly significant at the 1% level. An interpretation of the esti-
mated parameter values is somewhat harder. At first sight, the figures vary
considerably, ranging from slightly below 0.7 (Portugal 1910, 1930) to
about 1.8 (Belgium 1970). Given the possible distorting effects of data defi-
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Figure 2.1c: Zipf Plots for the Netherlands and Norway

nitions, however, the observed differences in the estimated Zipf exponents
should probably not be overemphasized. In fact, discussing the often only
imperfect fit of Zipf’s law, Krugman (1996b, p. 40) rightly notes: “The
picture is not perfect, but if you had any reason to believe that there was a
fundamental reason to expect a straight line with a slope of -1, you would
find this picture compelling evidence in favor of your theory!” Moreover,
the results are generally not far away from the expected value of 1.
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Figure 2.1d: Zipf Plots for Portugal and Spain

Figure 2.2 presents a histogram of estimated Zipf exponents, illustrating a
remarkable concentration of the results between 0.95 and 1.05.

It should also be noted, however, that there is no general tendency of
convergence towards a log-linear city size distribution with exponent 1.
More generally, there is even no clear pattern of changes in the estimated
Zipf exponent over time. In most countries, the parameter tends to increase
over the course of a century. However, in only a few cases, this increase
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Figure 2.1e: Zipf Plots for Sweden and Switzerland

starts from values below 1 and then approaches this target value, suggest-
ing that there is indeed a process of convergence to Zipf's law at work
(Portugal). In others, it surpasses the benchmark (Sweden) or even already
starts from a value above 1 (Belgium) and, thus, rather indicates divergence
from a Zipf distribution. Moreover, there are examples with fairly stable
coefficients, also irrespective of whether the initial value is below
(Norway) or above 1 (Italy).
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Figure 2.2: Histogram of Estimated Zipf Exponents

2.3.3 Examining Explanations for Deviations
from an Exponent of 1

Although the empirical fit of Zipf’s law for cities is generally remark-
able, it might also be interesting to analyze why there are some obvious
deviations from an exponent of 1. More specifically, if there is really a
universal characteristic of city growth processes which leads to size distri-
butions satisfying the rank-size rule, it becomes important to explain why
it works apparently particularly well in some countries and less so in
others.

The most obvious explanation for differences in estimated Zipf expo-
nents are differences in data quality. In view of the observed sensitivity of
the estimates to data definitions, small cross-country variations in, say,
sample size, the definition of an urban unit, or the precision of the census
clearly have the potential to affect the results. Citing the study by Rosen
and Resnick (1980), Fujita et al. (1999, p. 217) even argue somewhat ambi-
tiously “that the exponent gets closer to 1 the more carefully the metropoli-
tan areas are defined”.

Apart from data issues, however, there are also two fundamental argu-
ments. A first explanation focuses on the existence of large central metro-
polises. Krugman (1996b, p. 41), for example, notes:

3%
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“Zipf’s law is not quite as neat in other countries as it is in the United States, but
it still seems to hold in most places, if you make one modification: many coun-
tries, for example, France and the United Kingdom, have a single “primate city”
that is much larger than a line drawn through the distribution of other cities
would lead you to expect. These primate cities are typically political capitals; it
is easy to imagine that they are essentially different creatures from the rest of the
urban sample.”

But, does excluding a country’s largest city improve the results on the
rank-size rule? Tables 2.1a-2.1d also report Zipf estimates based on sam-
ples without the largest city. Three findings are particularly notable. First,
in each case, the estimated coefficient increases in absolute size, indicating
that the population is indeed more evenly distributed if the largest city is
excluded. This result, however, is hardly surprising since dropping the max-
imum value reduces concentration in the sample almost by definition as
there are less large cities relative to a slightly decreasing mean.

Second, even more important for the purpose at hand, dropping the largest
city increases the estimated coefficient also in cases in which the parameter is
already above 1 and, thus, leads to an even larger deviation from the expected
value. In Belgium, for example, the estimated Zipf exponent for the national
urban system in 1990 rises from about 1.6 to more than 2.0 if the largest city,
Antwerp, is excluded from the sample. Thus, there is no convincing empirical
evidence for the claim that deviations from an exponent of 1 are mainly due
to large central cities and excluding them would improve the result.

Finally, it should also be noted that excluding the largest city does not
necessarily improve the empirical fit of the log-linear relationship. In fact,
in a number of cases, the adjusted R even falls considerably if the central
city is dropped from the sample. This result is also supported by figures
2.1a-2.1e which illustrate that, perhaps with the exception of Denmark and
Finland, the largest cities in the countries in the sample are hardly outliers
dominating the national urban structure.

A second explanation for empirical deviations from the expected Zipf
exponent of 1 has been proposed by Gabaix (1999). Puzzled by Dobkins
and loannides’ (1999) finding that the estimated coefficient for U.S. cities
decreases over time, he argues that the Zipf exponent is generally lower for
small and medium sized cities. Extending then the sample over time (for ex-
ample, by using a fixed cut-off of 50,000 inhabitants) changes the composi-
tion of the sample and thereby lowers the aggregate coefficient automatically.

While a natural test for this hypothesis would be to calculate separate
Zipf parameters for different ranges of city sizes, the small number of ob-
servations in my sample does not allow a meaningful application of this
strategy. Tables 2.1a-2.1d, however, also present estimates, holding the
sample size constant over time. As this fixed sample then contains less



2.4 Distribution Dynamics 37

small cities, the estimated Zipf exponent should be larger than for the full
sample, if Gabaix’s (1999) reasoning is correct. It turns out, however, that
the estimated Zipf coefficient for the sample with a constant number of
observations is, if anything, below the comparable value for a larger
sample. Thus, there is also no evidence for Gabaix’s claim that smaller
cities tend to have a lower Zipf exponent.

In sum, both proposed explanations for some obvious empirical devia-
tions from a Zipf exponent of 1 fail to meet the European data in my
sample. While occasionally a country provides some empirical support for
one of the hypotheses (e.g., fixing the sample in the case of Italy), there is
at least an equal number of failures, suggesting two conclusions. First,
more analytical work is needed to explain differences in the empirical fit of
Zipf’s law for cities. Given considerable variation in city size distributions
across countries, explanations based on only a single country’s experiences
are likely to be insufficient. Second, it probably has to be acknowledged
that there is no perfect regularity — a finding which is not surprising in
social sciences. If, by historical accident or any other reason, one or a few
of the largest cities display an “anomalous” size, the result will be strongly
affected. Deviations from the rank-size rule are then possibly magnified by
differences in data quality.

2.4 Distribution Dynamics

Having analyzed the rank-size distribution of cities, I examine in a next
step the empirical validity of proposed explanations for this pattern. As the
most promising suggestions for the emergence of Zipf’s law are based on
stochastic growth processes, it is of particular interest to explore the growth
pattern of cities inside their national urban structure. More specifically, the
analysis focuses on two issues. First, does the data really display the as-
sumed random growth of cities across different sizes? Here, Eaton and Eck-
stein (1997) already provide some support. However, their analysis is based
on only two countries’ experiences, Japan and France. Also similar find-
ings by Glaeser, Scheinkman and Shleifer (1995) for the U.S. are not en-
tirely convincing as their analyzed time period of only 30 years is a bit
short.

Second, is there evidence for the claim that also the variances of growth
rates are independent of city size? Obviously, this issue is far more contro-
versial. While Gabaix (1999, fn. 10) provides some rough calculations
based on Eaton and Eckstein’s data supporting this claim, Fujita et al.
(1999, p. 224) suspect that the variance of the growth rate declines with
city size simply as a matter of industrial diversification.
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2.4.1 Kernel Density

A first way to examine growth processes in a national urban system is to
explore the evolution of the city size distribution over time.® The basic idea
is to seek for a law of motion in the long-run behavior of the distribution.
If, for example, the distribution tends to concentrate at a single point mass,
there is a process of convergence at work in which all cities are likely to
end up with an equal size. If, on the other hand, the distribution displays
tendencies towards limits with other properties, e.g., a continual spreading
apart, those too would be observable from the law of motion and, thus,
would provide interesting insights.

Figures 2.3a-2.3e then plot for each country a sequence of kernel estimates
of the density of relative city sizes.” At a first look, the density plots appear to
be quite similar. Even though there are in a few cases changes over time, the
shapes of the national city size distributions remain often fairly constant, per-
haps apart from the particular location of the country’s largest city. Nonethe-
less, there are also some noticeable differences in detail.

A general observation is, for example, that for the majority of countries
the peak of the distribution slightly moves to the right over time. Specifi-
cally in Belgium, Denmark, the Netherlands, Portugal and Sweden, the
mass gets closer to the mean; a behavior which suggests that there is some
catching-up of smaller cities. This conclusion, however, becomes less con-
vincing if one takes another general observation into consideration, namely
that the peak of the distribution in 1990 is often below the peak of earlier
years so that the distributions tend to get flatter. As national urban systems
display a wider variety of city sizes, there are also probably differences in
individual growth experiences of cities. The emergence of a more diversi-
fied urban structure is particularly visible for Portugal.

The density plots also display a few other notable features. First, there
are considerable differences in the dominance of the country’s largest city,
ranging from about 11 times the average of the 20 largest cities (Copenha-
gen in Denmark, Lisbon in Portugal) to about factor 4 (Belgium). This
result is comparable to the observed discrepancies in estimated Zipf expo-

8 This technique has recently become very popular in empirical research on pat-
terns of cross-country economic growth. See Durlauf and Quah (1998) for a de-
tailed description.

9 This normalization of the data by dividing city sizes by the sample average in
each decade provides two advantages. First, it allows a better comparison of
changes over time because otherwise the distributions would shift to the right as
mean city sizes increase. Second, it also allows a comparison of distributions be-
tween countries as it provides a consistent scale on the horizontal axis, with a value
of | indicating the national average.



2.4 Distribution Dynamics 39

Belgium
- - - 1870 (20 cities)
25 -~ ———1910 (20 cities)
— —1950 (20 cities)
i —1990 (27 cities)
2.0 N
1.5 4
1.0 -
0.5
0.0 SN .
0 3 4 S
Denmark
- - - 1880 (20 cities)
———1910 (20 cities)
2.0 — —1950 (20 cities)
.‘1 ——1990 (20 cities)
i
A
1.5 ‘
;
i
]
{
1.0 A !
i
0.5
f
f
0.0 /' T T /\ T ’\\ //l\\ 1

0 2 4 6 8 10 12

Figure 2.3a: Density Plots of Relative City Sizes for Belgium
and Denmark
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Figure 2.3b: Density Plots of Relative City Sizes
for Finland and Italy
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Figure 2.3c: Density Plots of Relative City Sizes
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Figure 2.3d: Density Plots of Relative City Sizes
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nents. Countries with relatively large central cities have a regression line
with a flat slope and, thus, have smaller Zipf parameters.

Second, the dominance of the largest cities tends to decline, at least
during the last 40-year-interval. Note that this pattern is partly masked by
the decision to allow for an increase in sample size over time (motivated
by the desire to analyze a sample as large as possible). For example, the
remarkable increase in urban primacy of Rome (Italy) and Madrid (Spain)
is mainly the result of a larger number of cities used in the calculation of
the average city size (thereby lowering the average).

Finally, with the peak of their distributions below 1, Finland and Switzer-
land display the most evenly distributed urban system.

2.4.2 Transition Matrices

While the density plots are illustrative about changes in the entire size
distribution of a national urban system, they provide no information about
the actual behavior of individual cities. Thus, they do not allow, for exam-
ple, to answer the question whether the obvious decrease in polarisation is
the result of intermediate cities gradually catching-up with the big ones or
some small cities growing very rapidly and becoming large cities them-
selves or even a different process.

A by now very common technique'® to track the evolution of each city’s
relative size over time is the construction of transition probability matrices.
Starting from an initial distribution of cities sorted into different size
groups, the matrix describes how cities are redistributed among these size
categories over a given period of time. Specifically, each cell of the matrix
gives the proportion of cities which start with a given size in an initial year
(rows) and move to a particular size group in the final distribution (col-
umns). Thus, each row, for example, shows the probability that a city re-
mains in its size group or transits to any other group. To observe a transition
pattern of parallel growth then requires that the mass of the distribution is
concentrated in the diagonal, indicating that cities are staying in the same
category as in the previous period.

In practice, the construction of a transition probability matrix requires at
least three, fairly crucial, decisions. First, the time period has to be defined.
As I have data for up to 120 years, I construct, whenever possible, separate
matrices for three 40-year-intervals: 1870 (or the first year for which data
are available) —1910, 1910-1950 and 1950-1990. Second, there has to be a
choice of cities included in the sample. As a general rule, the sample com-

10 See De Vries (1984, pp. 123-136) for an early application.
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prises all cities with a population of more than 50,000 inhabitants. If the
resulting sample size is smaller than 20 observations, however, the sample
is extended to comprise at least the country’s 20 largest cities. To avoid
Galton’s fallacy'', I initially applied these criteria only to city size distribu-
tions in the base year. Later I realized, however, that this procedure would
underestimate the true growth dynamics, because small, fast-growing cities
would be excluded from the sample. Therefore, I also include cities which
belong to the top 20 in the final year, further increasing sample size. Third,
if the variable of interest is continuous (such as relative city sizes), a dis-
cretisation of the space of possible outcomes is necessary. After some ex-
perimentation, it turns out that Eaton and Eckstein’s (1997) classification
based on 0.30, 0.50, 0.75, 1.00, and 2.00 times the sample mean is quite
practicable.'> Dobkins and Ioannides (1999) also provide a comparison
with alternative results where groups are based on deciles, finding — be-
sides more detail — not much difference.

Tables 2.2a-2.2e then present three transition matrices for each of the ten
countries in my sample. Interestingly, the matrices share several similari-
ties. In almost all cases, for example, very large cities (i.e., cities with a
size of at least twice the average) retain their relative position over time.
This finding may in part result from the low cut-off point of the largest
quintile which does not allow to observe when a city falls from about, say,
ten times the average to only three times. Nonetheless, this pattern suggests
very strong persistence at the top end of the distribution. If a city has
reached a certain size, the probability of decline is virtually zero. In fact,
supporting Eaton and Eckstein’s results for France and Japan, all cities
which had a dominant position in 1870 are also dominant in 1990.

Furthermore, there is a notable break in the transition pattern over time.
Most countries exhibit a fairly stable size distribution until 1950 and dis-
play a far more dynamic behavior afterwards. Indeed, the most dramatic
changes occur between 1950 and 1990, with some cities even moving up-
wards by more than three categories. The explanations behind those explo-
sions in city size are probably quite diverse. In Portugal, for example, rapid
city growth largely reflects the emergence of a more developed urban
system. Also redefinitions of the boundaries of urban agglomerations and
city mergers may play a role (e.g., in Belgium and the Netherlands). More-
over, some cities with a rapidly expanding population size are located in

' See Christopher Bliss (