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Editorial

This supplement to Applied Economics Quarterly reports on the 66™ Annual
Meeting of the Association of German Economics Research Institutes (ARGE),
which took place in Berlin on May 15, 2003. The topic was

“Globalisation: the End of National Economic Policy?
New Forms of International Business Cycle Linkages™

Annette Kuhn (IfW Kiel) and Roland Doehrn (RWI Essen) were responsible for
the conceptual preparation of the conference. The opening address was given by
Willi Koll (BMWA - Federal Ministry of Economics). Subsequent sessions were
organized in the form of presentations, each followed by a discussant’s statement.
The following authors contributed to the conference: Volker Clausen (Essen);
Christian Dreger (Halle/Saale); Horst Entorf (Darmstadt); Ferdinand Fichtner
(Cologne); Gerhard Flaig, Jan-Egbert Sturm and Ulrich Woitek (Munich); Gustav-
Adolf Horn (Berlin); Andre Jungmittag (Wuppertal); Willi Koll (Berlin); Annette
Kuhn (Kiel); Bernd Lucke (Hamburg); Torge Middendorf and Nils A. Radmacher-
Nottelmann (Essen); Manfred J. M. Neumann (Bonn); Michael Schroeder (Man-
nheim).

Next year’s Research Meeting is scheduled for April 22/23, 2004 in Berlin and
will deal with

“Reformstau: a Logjam of Reform in Europe
and the Economics of Reform”.

The next meeting will be organized in association with non-German European
research institutes.

June 2003 Joachim Scheide
Thomas Straubhaar
Rainer Winkelmann
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Economic Policy in the Light of
New Forms of International Business-Cycle Convergence

By Willi Koll*

Since the massive and synchronous world-wide economic slump of 2000/2001,
the topic of “business-cycle convergence” has been the object of intensive discus-
sion by academics and policymakers. But there are significant differences between
many of the perspectives taken and conclusions drawn. We must therefore be clear
about what we mean by the term “business-cycle convergence” and about the eco-
nomic processes and phenomena it involves; for it is of central importance for
economic-policy conclusions and recommendations for action.

1. Business-Cycle Convergence from the Perspective
of Economic Policy

The synchronous trend of growth rates is not a reliable yardstick for determining
the degree of integration of the global economy and for identifying the genuine
influence of global economic impulses on domestic economic trends.

The following is a good illustration of this point: a simple correlation of growth
rates indicates a decrease rather than an increase of convergence of business cycles
among Germany, the United States, and the world economy since the seventies (in
the nineties there was even a counter-trend!). Some recent studies (which are mak-
ing use of more refined methodologies) also arrive at a conclusion of diminished
business-cycle convergence (Fig. 1 see page 10).

But great care should be taken for policymakers not to look at the diminished
convergence and draw any premature or false conclusions about the actual signifi-
cance of global economic inter-action and the resulting need for political action.
From the economic policy perspective, it is important clearly to distinguish three
different dimensions or levels of business-cycle convergence, and to ask:

* This paper is based on a publication by the Federal Ministry of Economics and Technol-
ogy (2002): Germany’s Integration in Global Economic Processes — The Increasing Signifi-
cance of “New” Transmission Mechanisms.

Author’s address: Federal Ministry of Economics and Labour, Berlin
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Figure 1: Germany, USA, World: Real Growth — % change from previous year

> First: What impulses or “shocks” — global or country-specific —
trigger the economic fluctuations?

The seventies and eighties were largely characterized by shocks, such as the two
oil crises, that impacted all economies worldwide both similarly and above all
simultaneously, and for this very reason produced synchronous developments. By
contrast, important impulses to economic activity in the nineties — German reunifi-
cation and the Asia crisis are examples — in the initial phase affected only indivi-
dual regions and, in terms of their timing of positive and negative events (such as
the Gulf War/reunification at the beginning of the nineties), had an internationally
contrary impact, and thus an offsetting effect. These offsetting, country-specific
“shocks” of the nineties have masked over the increasing significance of business-
cycle transmission and thus resulted in an underestimation of global economic
interaction with the consequence of contributing to serious mistakes in growth fore-
casting in recent years (Fig. 2 see page 11).

> Second: What are the actual transmission mechanisms?

There is far-reaching agreement (including IMF, OECD, EU Commission, Ger-
man Council of Economic Experts) that global economic integration has appreci-
ably increased, in particular as the result of the “new transmission mechanisms,”
which I will return to in greater detail in the next chapter. Global changes have a
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far stronger and faster impact on domestic economic dynamics than even only a
few years ago.
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senschaftlicher Forschungsinstitute, April 11, 2003.
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Figure 2: USA, Japan, Europe and Germany: Real Growth — % change from previous year.
2003 and 2004 projections in research institutes’ spring report

> Third: How are global economic changes handled by the domestic
economy?

The ability to adapt, flexibility on the part of the domestic economy, and the
possibilities of policy response ultimately determine — as key links in business-
cycle convergence — the extent to which global economic changes translate into
growth losses or growth impulses. The strengthening of resilience to global eco-
nomic shocks is therefore a central challenge to be confronted by national econom-
ic policy. Above all, this aspect should not be overlooked with regard to the ques-
tion of the impacts of international business-cycle influences.

“Business-cycle convergence” thus appears as the result of the interaction of the
three elements “shock,” “transmission,” and “resilience.”

2. New Transmission Mechanisms

Developments of the past several years show that global economic impacts on
the German economy — regardless of whether they impede or stimulate — may be
explained less and less only in terms of the so-called “classic mechanisms of trans-
mission” (i.e. exchange-rate/interest-rate convergence, foreign trade). Increasing
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direct investment by globally operating companies, international financial markets
that are becoming more and more interrelated, and the expectations of investors
and consumers that are influenced by international developments have helped cre-
ate new and effective channels of transmission.

But it is hard to determine the real significance of the individual channels.
While the influence of international trade can be identified indirectly through the
export trend, the so-called “new transmission channels” act in conjunction with
other factors and have a direct impact on domestic investment and consumption,
thus making it difficult to isolate them and assess their significance. Arriving at
more exact results would surely be a worthwhile task for economic science (Fig. 3).

International Trade l:‘l> Exports
FDI

Investment
Business climate |:>

Consumption
Financial markets

Figure 3: International Linkages:
New Transmission Channels gaining in Importance

2.1 Foreign Trade: a Factor of Continued Importance

As the world’s vice-champion in exports, Germany is particularly dependent on
the development of world trade: the long-term average trend of export ratios in the
G7 countries shows a continuous increase in Germany’s export-openness. By con-
trast, only a very slight change has been noted for Japan, the UK, and the United
States (Fig. 4 see page 13).

Third-country effects via world trade are more important than bilateral trade
flows: Studies (among others, by the INSEE, France’s National Institute for Statis-
tics and Economic Studies) show that, for example, the negative influence of
slower growth in the United Sates on economic growth in Germany is approxi-
mately three-times stronger via world trade (i.e. including third-country effects)
than alone through bilateral trade between Germany and the United States.
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2.2 International Direct Investment and Corporate Integration have
Gained Considerable Importance in Recent Years

The total amount of German direct investment abroad has more than quadrupled
in the ten years from 1990 to 2000 (Fig. 5).
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Source: Deutsche Bundesbank.

Figure 5: Stock of German Direct Investments Abroad — in Euro (billions)

1 Nominal, exports of goods and services.
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According to the IMF, sales by foreign subsidiaries of German companies
quoted on the German stock exchange are now nearly as high as the companies’
domestic turnover (Fig. 6).
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Source: IMF 2001.

Figure 6: Sales of Foreign Subsidiaries in % of Domestic Sales by Companies Quoted
on Stock Markets
1990- 1994 by comparison with 1995-2000

In 2000, the global turnover of German subsidiaries abroad was nearly twice as
high as total German exports of goods and services (Fig. 7 see page 15).

The United States was by far the most important “individual location” for for-
eign involvement of German companies (in 2000, nearly 30% of total German
equity capital). The turnover from German stakes in the United States is roughly
five times that of German exports of goods and services to the United States.

Through the direct investment boom, a new and weighty transmission channel
has arisen in only a few years: changes in the economic environment abroad are
felt directly at home by way of the earnings of the foreign subsidiary and are able
to directly influence — thus not only via exports — the earnings and investment
possibilities of the parent company in Germany. A weakening of global economic
activity therefore directly affects the trend of investment in Germany.

But trade flows are also increasingly directly linked with corporate involvement
abroad: initial estimates by Germany’s Federal Statistical Office suggest that some
one-third of German exports and imports of goods now take place among affiliated
companies (intra-company trade).
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Figure 7: Germany’s Exports and Sales by German Subsidiaries Abroad —
2000 in Euro (billions)

2.3 Changes in the Mood of Consumers and Investors
are Directly Transmitted

Recent studies (IMF, DIW) show that the mood in European business and indus-
try reacts far more strongly to changes in the business climate in the United States
than parallel economic trends would be able to explain. “Climate transmission”
above all from the United States has clearly become more significant in recent
years.

Also consumers’ confidence in the future would increasingly appear to react to
fluctuations in the global economic climate. In recent studies, the EU Commission
has identified an every closer link between the trend of consumer confidence in the
United States and Europe (Fig. 8 see page 16).

2.4 The Growing Together of Financial Markets Synchronizes Economic Trends

The trends on financial markets in the United States and Europe are increasingly
moving on parallel tracks. Worldwide “branch-related business-cycles” (IT stocks)
are increasingly replacing regionally limited “location-related business cycles.”
Refinancing possibilities, above all for growth companies quoted on the stock ex-
changes, thus move in a more and more synchronous manner (Fig. 9 see page 16).

In Europe, the share of private households’ financial assets accounted for by
stock and investment certificates quoted on the stock markets is still significantly
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lower than the level in the United States. However, in recent years there has been a
considerable increase in the involvement in the stock market: in the case of private
households in Germany, there has been an increase from some 10 % of total finan-
cial assets in 1995 to roughly 17 % in 2000 (even though as the result of the drop
in prices on the stock market, these rates are likely to have fallen since 2000)
(Fig. 10 see Page 17).
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Figure 9: Trend of Stock Market Prices EU/USA /Japan/Germany
(January 1994 = 100)
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Figure 10: Share of Households’ Financial Assets accounted for by Issues
and Investment Certificates Quoted on Stock Markets

Even if, according to most studies, direct wealth effects on private consumption
are likely to have had little significance in Germany thus far, the link between
consumer confidence and the trend on the stock market has become increasingly
pronounced in recent years, just as in the United States. It should be added, how-
ever, that parallel movement of expectations for the future will also likely play a
role as a common factor (Fig. 11).
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Figure 11: Consumer Confidence and Stock Price Trend in Germany
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Conclusions

“Transmission mechanisms” are going to become more and more important
even if numerous questions on details remain unanswered in terms of their manner
of functioning, their quantification, and their strength of impact.

In an overall analysis of the business-cycle, the German Council of Economic
Experts (2001/2002 Annual Expertise) concludes that, if the new transmission
mechanisms (direct investment, stock markets, confidence effect) are considered,
shifts in the business cycle in the United States are not only transmitted to Ger-
many’s economic growth trend significantly faster but also, three times as strong
in the first year. Professor Wolfgang Wiegard, Chairman of the German Council of
Economic Experts, recently estimated that a 1% decline in United States GDP
results in an increase of capacity under-utilisation in Germany of 0.3 to 0.4 percen-
tage points for a year — more than in the rest of the Euro zone.

The IMF also confirms (October 2002 country report on Germany) a link be-
tween growth declines in the United States and diminishing vitality in Germany
that is more pronounced than in the rest of Europe.

3. Political Conclusions

3.1 National Economic Policy: Increasing the German Economy’s Resilience
in the Face of “external Shocks”

“External shocks” (e.g. geopolitical conflicts, terrorism, oil-price trend, finan-
cial market instability) cannot be ruled out in the future.

An open economy’s resilience and its ability to adapt in the face of global eco-
nomic disturbances increase

o the better markets function in stable competitive frameworks;

o the more flexible and innovative companies and workers react to new condi-
tions;

o the less that the state’s capability to act is impeded by structural budget deficits
and debt burden (latitude for automatic stabilizers).

Reforms that take account of these principles not only expand the long-term
growth and employment potential of the economy but additionally make the
growth process more robust.

> Structural reforms of the past several years in Germany contribute impor-
tantly in this context (e.g. tax reform 2000, comprehensive market liberaliza-
tion in telecommunications/energy / post/ transport, strengthening of research
and development activities, modernization of education and training).
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> Agenda 2010: The comprehensive reform measures packaged together in the
Federal Chancellor’s reform agenda should thus not only be understood as na-
tional steps toward more growth and employment. Structural reforms on the
labour market, in social insurance systems, and for the promotion of entrepre-
neurship and private initiative serve as important contributions to increasing
indigenous vitality and thus the structural resilience of the German economy in
the face of “external shocks.”

3.2 Thinking and Acting European

Recent experience has shown that European integration cannot provide insula-
tion from global economic influences or freedom from national responsibility. But
by way of the internal market and single currency it offers the opportunity for
more competition, greater efficiency and innovation, and thus for more indigenous
vitality from a stable, common, inner base.

But to ensure that this is the case, European policy must be conducted in each
country. Such a policy must be based on a cross-border perspective; it must allow a
single and open market to develop; and it must utilise European competition as an
innovative force (also in policymaking by using benchmarking and best-practice
comparisons). Synergies in knowledge acquisition and use must be encouraged.

A solid framework of fiscal policy as provided by the stability and growth pact,
and a wage trend conducive to stability and employment are needed as prerequi-
sites which allow monetary policy to support growth and employment without
jeopardising price stability.

Despite the numerous deficits in enactment that undoubtedly still exist, we are
making gradual progress on this path to an integrated Europe (inter alia common
stability culture in fiscal and monetary policy; market liberalisation in the electri-
city, gas, postal, and railway sectors; common competitive policy and supervision
of the granting of aids; closer financial market integration through the Euro; mobi-
lity in the education and science sectors and among companies and workers).

3.3 Intensifying International Co-operation

> Closer global economic integration is important for all of the industrial coun-
tries and means for them an expanded responsibility for global economic
events.

> There is basically an institutional framework for the necessary international
dialogue; necessary is the willingness of all, even for difficult national topics
(such as WTO/ agriculture) to think, act, and co-operate at the multilateral
level more with an eye to the global economic implications.

2%
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> Global governance in multilateral co-operation is becoming a task of central
importance for the future.

Examples of central fields where action is needed are:

> International Monetary Fund: Of increasing importance for the stability of
the overall world economy is the need to safeguard the stability of the inter-
national financial system as a global public-good. Against this background, we
see greater IMF activity in the following areas as especially important:

— Crisis prevention (including transparency and early action, greater IMF sur-
veillance of the Member Countries; a strengthening of individual responsi-
bility and ownership in the context of IMF loan programs);

— Monitoring of the international capital markets as developments occur
(regular IMF capital market reports and co-operation with private market
players have proved to be valuable measures);

— Private sector involvement to help overcome crises (inter alia clearly re-
stricted access to IMF funding for Member Countries, avoidance of unjusti-
fied bail-outs and moral hazard);

— New mechanisms for avoiding crises of over-indebtedness (we support IMF
efforts to find new ways for timely debt restructuring for emerging and less
developed countries. Since a comprehensive sovereign debt restructuring
mechanism (SDRM) is not now feasible at the international level, work on
collective action clauses and on a voluntary code of conduct must be inten-
sified.

> WTO: Of decisive importance as a signal for functioning international co-op-
eration is a successful conclusion of the Doha Round. There is concern that
progress has thus far been made on only a small part of the Doha agenda for
negotiations. Above all in the critical negotiating areas (agriculture, issues in-
volving developing countries such as access to medication), decisive progress
must be achieved before the opening of the Cancin ministerial if success is to
be ensured.

> G7/G8 process: The annual summit of heads of state and government pre-
sents the opportunity for dealing with global economic topics of central impor-
tance at the highest level and drafting joint efforts. In view of the close linkage
of the G7/G8 process with the economic policy administration of the G7 coun-
tries, the world economic summit — as an ongoing discussion process — has
proven to be a powerful flywheel for international co-ordination, harmonisa-
tion, and joint actions.

Above all these co-ordinating processes are of enormous importance in our pre-
sent difficult situation, for they act to strengthen confidence in the ability of gov-
ernments to act at the international level.



International Synchronization
of National Business Cycles?

By Gebhard Flaig*, Jan-Egbert Sturm*. ** and Ulrich Woitek**

Abstract

This paper explores the extent to which co-movement in business cycles in the G-7 coun-
tries has changed over the last fifty years. Several complementary methods are applied to
check the robustness of the findings. The most important result is that the correlation be-
tween the national business cycles was remarkably high during the fifties and early sixties of
the last century, declined in the late sixties to in some cases even negative values and recov-
ered after the first oil price shock. Over the last two decades we observe a rather stable and
high co-movement of the national business cycles.

Keywords: business cycles, economic integration
JEL classification: C20, E32, F02

1. Introduction

In an open economy, business cycle developments not only depend upon inter-
nal supply and demand factors, but also from shocks originating in other countries.
The increasing international integration of goods, capital and factor markets sug-
gests that economic dynamism in one country is more responsive to external influ-
ences as used to be the case. This suggests increasing business cycle affiliations.
On the other hand, however, economic and financial integration allows countries
to exploit comparative advantage through specialization, which leads to increased
macroeconomic asymmetry (Krugman, 1991). This paper explores the extent to
which co-movement in business cycles in the G-7 countries has changed over the
last fifty years. Several complementary methods will be applied to check the ro-
bustness of our findings.

* ifo Institute for Economic Research, Munich, Germany.

** University of Munich, Germany.
Corresponding author’s address: ifo Institute for Economic Research, Poschingerstraie 5, D-
81679 Munich, Germany. sturm @ifo.de
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The degree of synchronization depends upon the correlation of the external
shocks between countries and the intensity to which single markets are internation-
ally integrated. For instance, changes in oil prices affect countries simultaneously,
but to a different extent. It is also possible that shocks that originate in one particu-
lar country expand across border and affect other countries as well. Following the
European Commission (2001, p. 7), the transmission channels can be grouped into
four: international trade, the corporate channel, confidence effects and financial
linkages. Ideally, one needs a structural model to be able to differentiate between
these channels and to test whether at least one of these channels has changed over
time. There is a general feeling that all four channels have indeed become more
important in recent history. Removal of trade barriers has boosted international
trade, especially between European countries. Recent years have witnessed expo-
pentially increasing flows of foreign direct investment. Confidence indicators
throughout the world have moved in tandem in recent years. As confidence influ-
ences business cycles, the increased international co-movement of confidence indi-
cators could suggest a larger transmission of shocks. Finally, linkages through
financial markets have become stronger as investors have increased the interna-
tional diversification of their portfolio.

The often mentioned intensification of international business cycle co-move-
ment has clear implication for economic policy. For instance, many economists
argue that divergence among the EMU member countries still is so high and the
flexibility of labor markets so low, that the euro-zone common currency area is not
optimal from an economic point of view (De Grauwe, 2000; Eijffinger and De
Haan, 2000). Various studies have, in that respect, pointed out that business cycles
in the euro-zone countries diverged considerably in the past (see, e.g. Christodou-
lakis, Dimelis and Kollintzas, 1995). However, in assessing the economic case for
EMU tlhe crucial question is how likely it is that business cycles will diverge in the
future.

This paper explores to which extent co-movement of business cycles actually
has increased over time and should therefore be seen as an — in our view — first and
necessary step in a larger project on business cycle synchronization. We concen-
trate on the seven largest OECD countries, i.e. the G-7. The next section will dis-
cuss the data and present some descriptive statistics. Section 3 uses rolling correla-
tion coefficients for the cyclical component generated by an Unobserved Compo-
nents Model, whereas Section 4 applies spectral analysis to the problem at hand.
We end with some conclusions.

! Arthis and Zhang (1999) found evidence that business cycles are becoming more syn-
chronous across Europe. This view is challenged by Inklaar and De Haan (2001).
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2. Data

In order to analyze business cycles across countries and over time, we need to
observe the evolution of a measure of production both comparable across countries
and over time. The latter implies focusing on a measure like real GDP. Cross-
country comparison forces us to convert real GDP into one unit of measure. As we
do not want the data to be influenced by the relatively volatile movements of
exchange rates, we turn to Purchasing Power Parities (PPPs). We use GDP mea-
sures based on constant PPPs. This approach to generate time series of PPPs is to
fix a ‘base’ year and to extrapolate PPPs for other years. Extrapolation is done by
applying the relative rates of inflation observed in different countries to the base
year PPPs. GDP series in national currency and at current prices can now be con-
verted with these PPPs to yield volume measures that are comparable across coun-
tries. The resulting measures of GDP comparisons are volume indices at constant
prices and PPPs.”

These time series have a very convenient property: they replicate exactly the
relative movements of volume GDP growth of each country, which facilitates the
use and interpretation of PPPs over time. Another advantage is that the resulting
series is unaffected by methodological changes relating to the calculation of
PPPs.? For these reasons, the OECD recommends indices based on constant PPPs
for th4e analysis of relative business cycle performance between countries and over
time.

The GDP data comes from the GGDC Total Economy Database at the Univer-
sity of Groningen and The Conference Board.” This database is strongly rooted in
the work of Angus Maddison. For most countries trends in GDP before 1990 are
derived from Maddison (2001) as well as some of Maddison’s other publications.
GDP series since 1990 are constructed by researchers of the Groningen Growth
and Development Centre and The Conference Board. In some cases the long-run
series were revised when new estimates came available. We use the tables for
OECD countries expressed in 1999 US dollars, for which ‘EKS’ purchasing power
parities (as published by the OECD, 2002) have been used. For all G-7 countries,
data covers the period 1950 until 2002.° Figure 1 shows the GDP growth rates for
(the sum of) these countries.

2 The same result would have been achieved by applying volume growth rates of GDP to
the comparative GDP levels of the base year.

3 A drawback of this approach is that it is assumed that price structures do not change
over time. Economic reality has it, however, that relative prices do change over time and it is
well known that ignoring these shifts over longer periods can generate a biased picture of
economic developments. Another consequence of fixing price structures at a base year is the
dependence of results on the choice of the base year.

4 For the latest ‘snapshot’ comparisons of GDPs and therefore business cycles across
countries, the OECD recommends the use of indices based on current (benchmark) PPPs.

5 http:/ / www.eco.rug.nl/ ggdc
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Figure 1: Growth rates for G-7 GDP

To analyze the issue of business cycle synchronization, it is necessary to deter-
mine the cyclical component of output. The problem we face here is that the
widely used filtering methods cause artificial cyclical structure when applied to a
series based on a data generating process different from the assumptions underly-
ing the chosen filter.” Following Canova (1998), we chose the pragmatic way of
comparing the results for different filters, e.g., the difference filter, the Hodrick-
Prescott filter (HP, Hodrick and Prescott, 1997), the Baxter-King filter (Baxter and
King, 1999) with a modification by Woitek (1998) and the filter generated by an
Unobserved Components Model.®

2.1 Correlation Coefficients

Arguably the most commonly used measure of co-movement is correlation ana-
lysis.9 Correlation analysis is used to summarize the extent to which the cyclical
components exhibit co-movements across countries. A high coefficient of correla-

6 The G-7 countries include Canada, France, (West-) Germany, Italy, Japan, the United
Kingdom and the United States.

7 See the discussion in Cogley and Nason (1995), King and Rebelo (1993) and Harvey
and Jaeger (1993).

8 Note that, Arthis and Zhang (1997, 1999) and De Haan et al. (2002) report that their
results are not dependent on the choice of the detrending method.

9 Recently, Harding and Pagan (2002) proposed a new ‘concordance’ measure as new
indicator for economic convergence. We will not focus on this new measure.
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tion indicates that countries tend to be in similar states of cyclical movement. The
degree of synchronization itself is determined on the basis of contemporaneous
cross-correlation, while the overall linkage between cyclical movements is mea-
sured by the maximum coefficient, which emerges from cross-correlation at differ-
ent lags and leads. This allows for a fairly comprehensive analysis. Developments
in synchronization over time are examined on the basis of the contemporaneous
cross-correlation coefficients for rolling 10-year periods.'°

While evidence of increasing or decreasing synchronization may emerge, there
is uncertainty as to whether this is due to generally higher or lower linkages in
cyclical developments or simply to a phase shift of the cycles, effectively reducing
the number of lag and lead periods during which the maximum correlation occurs.
Evidence of increased synchronization may thus be considered most convincing if
the contemporaneous correlation is increasing over time and tends to be equal to
the maximum correlation at a zero lag or lead (ECB, 1999).

There are drawbacks when using ‘moving windows’. For instance, the results
might be quite dependent on the size of the window. For example, if the moving
window covers a common shock (such as the oil price shock in the 1970s), correla-
tion is very high, and immediately drops once this common shock is no longer
covered.

In this section we restrict our attention to a correlation analysis for the period
1950 until 2002. In a first step we explore the association between the growth rate
of GDP of each country and the growth rate of GDP of the rest of the G-7 coun-
tries.

The left-hand side of Table 1 shows the highest cross-correlation coefficients
between the growth rates of single countries versus the growth rate of the rest of
the G-7 countries. As the first column indicates, the contemporaneous correlation
coefficient is the highest among all lead / lag-relationships.

Using the cyclical component extracted by using the Hodrick-Prescott-filter the
picture is somewhat changed. The right-hand side of Table 1 shows that in this
case the US leads the other G-7 countries by one year; France, Germany, Italy and
Japan on the other hand lag the other G-7 countries by one year. The differences in
correlation coefficients are substantial. Whereas Canada, France, Italy and the Uni-
ted Kingdom all report correlation coefficients of around 0.7, for Germany and
Japan its magnitude drops to 0.38 and 0.37, respectively.

10 For our purpose, to determine the evolution of co-movement over time subsamples
need to be examined. This makes the measure sensible to the length of the samples.
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Table 1

Maximum cross-correlations for single countries versus G-7 countries

Growth rates HP filtered series

lead/lag corr. lead/lag corr.
Canada 0 0.71 0 0.70
France 0 0.63 -1 0.71
Germany 0 0.57 -1 0.38
Italy 0 0.60 -1 0.70
Japan 0 0.56 -1 0.37
United Kingdom 0 0.50 0 0.70
United States 0 0.47 1 0.54

3. Synchronization of Business Cycles in the Time Domain
3.1 The Econometric Model

In this section we employ an Unobserved Components Model in order to extract
the cyclical component from the yearly GDP series for single countries and the
rest of the G-7 countries, respectively. In a second step, we use rolling correlation
coefficients to analyze the changing pattern of synchronization between the na-
tional and international business cycles.

The basic assumption underlying Unobserved Components Models is that an
observed time series y, can be decomposed into several interpretable components
(for a general discussion see Harvey, 1989; Maravall, 1995). In the following, we
decompose the logarithm of the yearly GDP series into the unobserved compo-
nents trend T, cycle C, and the irregular I:

(1 =T +C+I .

The trend component represents the long-run development of GDP and is speci-
fied as a random walk with a possibly time-varying drift rate y,:

2 T =T+ -1 +& .

The level impulse ¢, is a white noise variable with mean zero and variance o?2.
The drift rate y, is allowed to vary over time and is also defined as a random walk:
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(3) =1+ & .
The drift impulse &, is a white noise variable with variance og.

The model specified in equations (2) and (3) implies that the trend component
follows an IMA(2,1)-process. Special cases emerge when we set the variance of
the shocks to zero. If both are zero, we get a deterministic linear trend. If ag is zero
and o? is strictly positive, the model collapses to a random walk with a constant
drift rate. The opposite case with a strictly positive ag and ag equal to zero gives
an integrated random walk with a usually smooth trend component.

The cycle C, captures the business cycle fluctuations around the trend compo-
nent and is modeled as the sum of M subcycles with different frequencies:

M
(4) C=) Cy.
i=l1

The specification of the total cycle as the superposition of subcycles with differ-
ent frequencies is able to represent some ideas of classical business cycle theory
(e.g., the existence of Kitchin or Juglar cycles) and to capture several forms of
business cycle asymmetries (for some alternative specifications see Harvey, 2002,
and Harvey and Trimbur, 2001).

Each subcycle is specified as a vector AR(1) process:

Ci\ _ cosAY  sinAf \ (G Kui
) (&) =n( 5 m8) (&) + (%)

C*appears only by the construction of the recursion and has no intrinsic interpre-
tation.

The period of subcycle iis 27/ /\ic with XS the frequency in radians. The damp-
ing factor p;with 0 < p; < 1 ensures that C,; is a stationary ARMA(2,1) process
with complex roots in the AR-part (see Harvey, 1989). This guarantees a quasi-
cyclical behavior of C;;. The shocks x,; and K,Z,- are assumed to be uncorrelated
white noise variables with common variance o2. They induce a stochastically
varying phase and amplitude of the wave-like process. The total cycle C; is an
ARMA(2M,2M-1) process with restricted MA-parameters.

The irregular component is specified as a pure white noise process:

(6) L =u .

It is assumed that all disturbances are normally distributed and are independent
of each other. This is the usual assumption to assure the identification of the para-
meters (see, e.g., Watson, 1986).

Estimation of the model parameters is carried out by maximum likelihood in the
time domain. The initial values for the stationary cycle components are given by
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the unconditional distribution and for the nonstationary trend and drift components
by a diffuse prior. The filtered and smoothed values of the unobserved components
are generated by the Kalman filter (for details see Harvey, 1989).

3.2 Empirical Results

After an intensive specification search we choose a model with two subcycles.
This model passes all specification tests and delivers plausible estimates for the
trend and cycle components. The short subcycle varies between 3.5 and 5 years,
the long subcycle between 9 and 12 years.

Figures 2 to 8 show the results for the G-7 countries. The upper part of each
figure contains the estimated cyclical component for the individual country (thick
line) and for the rest of the G-7 countries (thin line).

In the lower part of each figure the rolling contemporaneous correlation coeffi-
cients between the two cycle components are depicted (thick line). Each value of
the correlation coefficient is calculated over a window of the past 10 years. In order
to capture some phase shifts between the cycles of different countries we calculate
in addition a centered three year moving average of each cycle component. The thin
line shows the rolling correlation coefficients for the moving average.
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Due to lack of space, we do not comment in detail the results for each individual
country. Since the time pattern of the correlation coefficients is very similar in
most countries (with the exception of Germany), it is possible to summarize the
results as follows. The correlation between the national business cycles was re-
markably high during the fifties and early sixties. For almost all countries we ob-
serve a sharp decline in the business cycle synchronization during the late sixties,
leading to even negative correlations. The reason for this result is that the US
experienced a pronounced upswing between 1965 and 1969, whereas many other
countries had a recession around 1967. The first oil price shock induced a high
synchronization between the national business cycles. Consequently, the correla-
tion coefficients show a sharp increase from the mid-seventies to the early eighties
and remain then fairly stable on a high level. There is no evidence that the strength
of the co-movement of national business cycles has further increased during the
nineties of the last century. The only exception to this general rule is Germany:
After the mid-eighties, the correlation of the German with the international busi-
ness cycle drops to zero where it remains for almost ten years. This is due to the
sluggish behavior of the German economy between 1982 and 1987, when other
countries experienced a more or less strong recovery from the 1981/82 recession
and to the idiosyncratic unification boom in Germany in the years 1990/91.

The last few years exhibit a tendency to a stronger co-movement of the German
and the international business cycle. So we have a convergence to a situation
which is ‘normal’ for most other countries over the last two or three decades.
‘Normal’ means that we observe a correlation coefficient in the range of 0.5 to 0.8
between the national and the international business cycle, respectively. There is a
significant association among the cycle in different countries, but the co-move-
ment is far from a perfect synchronization.

4. Synchronization of Business Cycles in Frequency Domain

To go a step further and check the results in time domain for robustness, we
employ spectral analysis techniques. This method has the advantage that it allows
to derive a measure for synchronization frequency by frequency, which enables us
to focus on the relevant business cycle frequency intervals.'' The measures are
based on those developed in A’Hearn and Woitek (2001). We focus on three cycle
ranges: the 7—10 years range (Juglar cycle), the 5—7 years range, and the 3-5

11 An example for potential weaknesses of the correlation coefficient in time domain as a
measure of synchronization is the result in Backus and Kehoe (1992), who report a very low
correlation coefficient (0.01) between the US and the UK cycle before World War 1. Based
on this result, one would have to conclude that the ‘Atlantic Economy’ did not exist. Both the
state space approach (Solomou, 1998) and spectral analysis (A’Hearn and Woitek, 2001),
however, reveal that there is a strong relationship between cycles with periods in the range
7-10 years.
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years range (Kitchin cycle). The dominant cycle band is identified by calculating
the share of total variance attributable to cycles in these intervals. To address the
issue of synchronization, we decompose the variance for each frequency band into
an explained and an unexplained part. In addition, we adopt the dynamic correla-
tion measure suggested by Croux, Forni and Reichlin (2001) to distinguish be-
tween in-phase and out-of-phase movements.

To derive these measures, consider two stationary time series, X;and Y;. The
spectrum is defined as the Fourier transform of the covariance function I'y,(7),
r=0,+1,42,...:2

00
) Folw) = %;w Ty(r)e™ we [-m1] .

The diagonal elements of the spectral density matrix F,,(w) are called autospec-
tra. Integrating the autospectra over the frequency band [—m, 7], we obtain the
variance of the respective series. After dividing the autospectrum by the variance,
we can calculate the contribution of cyclical components in a frequency band
[wi,ws]. The off-diagonal elements or cross-spectra are complex numbers and gi-
ven by

(8) fry(“-’) = ny(“-’) - iqu(w)’w € [-mm],

where ¢,y (w) is the cospectrum and g, (w) is the quadrature spectrum. The cospec-
trum measures the covariance between the ‘in-phase’ components of X, and Y,
whereas the quadrature spectrum measures the covariance between the ‘out-of-
phase’ components. Together with the autospectra, the cross spectrum can be used
to calculate a measure similar to R” in linear regression analysis. This measure is
the squared coherency sc(w):

9) se(w) = M 0 <sc(w) <1
f@hfy(w) ™ = -

This measure assesses the degree of linear relationship between two series, fre-
quency by frequency. If we are interested in the extent to which the variance of
cyclical components of the series X, in the frequency band [wy, w;] can be attribu-
ted to corresponding cyclical components in series Y;, we can use sc(w) to decom-
pose the fraction of overall variance in this interval into an explained and an unex-
plained part:

(10) / Fi(w)dw = / se(@)fy(w)dw + / Fulw)dw .
w) w) w)
explained variance unexplained

12 See e.g. Harvey (1993, 175-179), Granger and Newbold (1986, 48 —53), Brockwell
and Davis (1991, 434 —443), Priestley (1981) and Koopmans (1974, 119 — 164).

3 Supplement 54 — 2003
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We will use this decomposition to compare the degree of linear relationship
between cycles in the aggregate of the G-7 countries and each of the member
countries in the three business cycle frequency intervals mentioned above.

As pointed out by Croux, Forni and Reichlin (2001), a measure like the squared
coherency presented above is not suited for analyzing the co-movement of time
series, because it does not contain information about possible phase shift between
cycles in the series X, and Y,. In this sense, the correlation coefficient in time
domain used in the previous sections is more informative, since it is calculated lag
by lag, providing both information on the lead-lag structure and the degree of
linear relationship between the two series. Croux, Forni and Reichlin (2001) pro-
pose an alternative measure, the so-called dynamic correlation p(w), which mea-
sures the correlation between the ‘in-phase’ components of the two series at a
frequency w:

(11) p(w)=ﬂ(?)y—)(fyw()w)’ —“1<pw) <1.
Using
(12) sc(w) _ lﬁ‘y(w)lz _ C;y(w)z + qu(w)z

AR AWHW)

we can use this idea to further decompose explained variance:

7ﬂ(w)dw = 7sc(w)fx(w)dw+ /"’*fu(w)dw

—_—

explained variance unexplained variance

Ws

(13 ~ [enl + g ldo+ [ flwlaw
= [+ [ahoe + [
wq w) wy

explainedvariance (in—phase)  explained variance (out—of—phase)  unexplained variance

Thus, it is possible to decompose explained variance into the ‘in-phase’ compo-
nent and the ‘out-of-phase’ component, adding some information on the impor-
tance of the phase shift in a frequency interval to the R? interpretation of the de-
composition in equation (10) above.

To estimate the spectra, we fit VAR models in time domain, and calculate the
spectra of the estimated models.> With a VAR model of order p, the spectral
density matrix is given by
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(14) F(w) = 127A(w) ' 2A(w) ™, w € [-m,7] .

The error variance-covariance matrix is denoted by ¥, and A(w) is the Fourier
transform of the matrix lag polynomial A(L) =1 — AL — AoL? — ... — ApLP .M
But before we can actually estimate the spectrum, we have to solve the problem
that the series under consideration are not stationary. As already noted, the widely
used filtering methods cause artificial cyclical structure when applied to a series
based on a data generating process different from the assumptions underlying the
filter.!> Bearing this problem in mind, we chose the pragmatic way of presenting
the results for the Hodrick-Prescott (1997) filter,'® and checking it against the out-
come for a modified version of the Baxter-King filter (Baxter and King, 1999),17
and the difference filter.

‘Synchronization’ describes a process; hence, we need the measure in equation
(13) to be time-varying. Since the estimator for the spectrum is parametric, it is
straightforward to obtain a time dependent measure: we re-cast the VAR-model
into state-space form, treating the parameters as unobservables. The starting point
is a VAR of order p

14
X =c+ ZAJ'X;_J‘ + u,
J=1
1

(15) = (cAr...Ap) R
P ———
A *op
y/m
=AZ_+u,

where u, is iid(0,H). Vectorizing the above equation and treating the parameters of
the VAR as state variables, results in

(16) x=(Z ®@I)vec A +u = (Z, @ oy +uy

13 This method is based on the seminal work by Burg (1967), who shows that the resulting
spectrum is formally identical to a spectrum derived on the Maximum Entropy Principle.
This is seen to be a more reasonable approach then the normally used periodogram estimator.
The periodogram employs the assumption that all the covariances outside the sample period
are zero. Given that economic time series are notoriously short, this seems to be a proble-
matic assumption (see the discussion in Priestley, 1981, 432 and 604 —607).

14 L is the backshift operator, and the superscript ‘*’ denotes the complex conjugate trans-
pose.

15 See the discussion in Cogley and Nason (1995), King and Rebelo (1993) and Harvey
and Jaeger (1993).

16 Smoothing weight 100. Note that the results do not change if we use instead the smooth-
ing weight 6.25 as suggested by Ravn and Uhlig (2002).

17 Cut-off frequency: 0.067. This filters cycles with a length greater than 15 years out of
the series. See A’Hearn and Woitek (2001) for a discussion of the modification.

3%
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which is the measurement equation in the state-space version of equation (15).'®
The transition equation describes the time path of the VAR parameters and is given
by

(17) o =Toy +1 ,

where 7, is iid(0,Q). We assume the matrix 7 to be a diagonal matrix with elements
p = 0.9 on the diagonal, forcing the time path of the parameters to be a damped
AR(1) process. The elements in the covariance matrices H and Q are treated as
hyperparameters, and the likelihood function based on the cumulated prediction
errors of the Kalman filter applied to equations (16) and (17) is maximized with
respect to these parameters. The solution implies a time path for «,, thus allowing
the measures in equation (13) to be time dependent.

The time path for the in-phase proportion of explained variance for the G-7
countries is displayed in Figure 9 (data in logs).'® Explained variance is calculated
as variance of a G-7 member explained by the variance of the rest in the business
cycle intervals (7-10 years, 5—7 years, and 35 years). The share of total var-
iance in the 3 cycle ranges is more or less constant over time for all three filters
(averages: Hodrick-Prescott: 0.56; Baxter-King: 0.64, difference filter: 0.51).
When interpreting the results, one has to bear in mind that with the Hodrick-Pre-
scott filter, the most important interval is the 7—10 years range, while with the
Baxter-King and the difference filter, the intervals with the shorter cycles are more
important. Overall, the difference filter produces the lowest share of total variance
in the business cycle frequencies.

All in all, the results in Figure 9 are similar to the outcome discussed in the
previous section. An obvious finding is that there are changes in co-movement
over time. The broad trend of these changes is strikingly robust across all three
filters: if we focus on the 7—10 years range, we see an increase in the in-phase
proportion of explained variance until about 1970. In the period 1970-1980, the
in-phase proportion stays at a relatively high level (around 80-90 per cent). One
might speculate whether the two oil price shocks helped to increase the synchroni-
zation of cycles in this period. The 1980s are characterized by a decrease (the turn-
ing point is earlier for the Hodrick-Prescott and Baxter-King results than for the
difference filter), and this decrease is continued until the beginning of the 1990s.
From about 1990 on, the 7-10 year cycles begin to synchronize again. For the
other frequency bands, the results are similar, although less than for the 7-10
years range.

Ahmed, Levin, and Wilson (2002) interpret synchronization in the high fre-
quency ranges as due to converging business practices like improved inventory
management, while synchronization in the lower frequency range is caused by

18 For the following, see Harvey (1989).
19 Weighted average, with GDP;,/ GDPg.7, as weight for country j at time 1.
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of the series.

Figure 9: Synchronization of G-7 Business Cycles

fiscal and monetary policies aimed at smoothing out the business cycle. Reducing
the variance of innovations would affect all frequencies. Since our results do not
favor a particular range, and are also not entirely the same over all three ranges,
there seems to be a mixture of causes responsible for the synchronization process
of the G-7 cycles.

Turning to specific countries, the results for France seem worth reporting.
France exhibits a very low in-phase proportion (10 per cent on average over all
filters and all frequency ranges). This does not mean that France is not affected by
the G-7 cycle: the average explained variance (average over all filters and all fre-
quency ranges) is over 50 per cent. It just means that the French cycle is not in
phase with the G-7 cycle for the most part of the observation period. As Sicsic and
Wyplosz (1996) point out, France has of course been subjected to similar output
shocks as the other G-7 countries, and hence, we would expect a closer co-move-
ment with the aggregate cycle. However, Sicsic and Wyplosz (1996) argue that
counter-cyclical economic policy has been more active and successful than in the
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other countries. This might help to explain why the link between the French and
the G-7 cycle is so weak over the entire observation period.

5. Concluding Remarks

This paper presents an exploratory study concerning the strength of business
cycle co-movement of the G-7 countries from 1950 to 2002. Special emphasis is
given to the question of whether the correlation between the national business
cycles has changed over time. We find that the association between the national
and the international business cycle was remarkably high during the fifties and
early sixties. Since the mid-sixties we see a dramatic decrease in the strength of
co-movement with even negative correlation coefficients. The first oil price
shock induced a closer co-movement of the national cycles. Since then we ob-
serve over more than 25 years a high and stable correlation (with the exception
of Germany with its idiosyncratic development in the late eighties/early nine-
ties). There is no sign that the co-movement strengthened further in the nineties.
These findings are generally corroborated by an analysis in the frequency do-
main. Looking at co-movement in three different frequency bands (7-10 years,
5-7 years, 3-5 years) reveals additional insight. It turns out that France can be
seen as an outlier with respect to synchronization with the aggregate business
cycle. For the most part of the observation period, the French cycle is not in
phase with the G-7 cycle.
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International Synchronization
of National Business Cycles?
A comment

By Manfred J. M. Neumann*

Flaig, Sturm and Woitek (FSW) study the co-movement of business cycles
among the G7 countries with annual data on gross domestic product covering the
period 1950-2002." They are interested to learn whether the correlation of na-
tional cycles has increased over the last decades due to the global move towards an
opening-up of economies. FSW acknowledge that different approaches to measur-
ing business cycles may yield different results and, therefore, trace alternative ave-
nues, the estimation of an unobserved components model and spectral analysis.
The main result of the paper is that the business cycles of G7 countries were
highly correlated during the 1950s and again since the mid-1970s. In between,
during the 1960s, the correlation fell towards zero.

The main finding that during the 1960s the co-movement of national business
cycles was rather weak comes as a surprise, at first glance, given that those years
marked the high time of the fixed exchange rates system of Bretton Woods and a
period of unusually high real growth for total G7. But in fact, this was also the
longest period during which the economies of the two dominant countries, the
United States and Germany, developed in cyclic disconcert. It would be interesting
to investigate the economic and political factors that were responsible for that.
FSW do not take up such issues. They confine themselves to estimating suitable
indicators of cycles and in measuring bilaterally the degree of correlation between
the cycle of each country and the joint cycle of the other G7 countries. Thus, the
motivation is reliable description rather than hypothesis test or explanation.

As a first approach at estimating the cyclical component in the growth of gross
domestic product FSW apply closely a trend-plus-stochastic-cycle model of Har-
vey and Jaeger (1993). They estimate the model for each G7 country and then
compute the bilateral correlation between the cycle of each country and the joint
cycle of the rest of G7. Unfortunately, the estimates of the Harvey-Jaeger model

* University of Bonn, Lennéstrasse 37, D-53113 Bonn, Germany. neumann@iiw.uni-
bonn.de

1 The comment is based on the version of the FSW study presented at the conference
because the discussant did not receive a revised version.



42 Manfred J. M. Neumann

are not presented; the only information provided is that the empirical models cho-
sen allow for two cycles, a short one of 3.5 to 5 and a long one of 9 to 12 years.
Thus the reader has to be content with a graphical presentation of the strength of
correlation between the cycles of each country and rest G7.

It is instructive to compare the cycles estimated by FSW with those one derives
by applying the Hodrick-Prescott filter (with the penalty parameter set at 100 for
annual observations) or the simple difference filter. This is done in charts 1 and 2
for the United Kingdom (UK) and for France, respectively. These two countries
are chosen because according to Figure 11 of FSW the UK’s business cycle is
highly synchronized with rest G7 since the mid-1960s while the French perfor-
mance is just the opposite. As one can read from Chart 1, the estimate by FSW for
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Chart 1: Three Indicators of Cycles: United Kingdom

the UK closely replicates the conventional Hodrick-Prescott filter. Also, it is note-
worthy that the difference filter provides roughly the same cycles. As regards the
poorly synchronized France, we observe that FSW’s model yields the same cycles
as the conventional Hodrick-Prescott filter but displays a smaller variance; see
Chart 2. The simple difference filter, in contrast, exhibits larger differences. The
examples of the UK and France suggest that not much is gained by employing the
authors’ estimates of the Harvey-Jaeger model instead of simply applying the stan-
dard Hodrick-Prescott filter. In any case, it would be useful if FSW compare and
discuss this for all countries of G7.

FSW provide for each country a graph where the country’s cycles, the cycles of
rest G7, and rolling correlations between these cycles are plotted. The correlations
are based on a 10 years window. The rolling correlations are very useful as they
indicate the changes over time in the degree of cyclical synchronization. It seems
that a little experimenting with the size of the window permits to squeeze out even
more information. Consider again the cycles in the UK and France but add now
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the cycles in the rest G7 confronting the UK and France, respectively; this is done
in Chart 3. For the UK one finds that its business cycle has moved in step with the
aggregate cycle of rest G7, except for the early 1950s and the period 1958 —68.
The same cannot be said about France. Its cycle for most of the time lags the cycle
of rest G7 by about a year, and on top of that has occasionally been disturbed by
uncoordinated macroeconomic policies. The differences between both countries as
regards the development of cycles can also be read from the rolling correlations
plotted in Chart 4. In order to highlight the short-run versus the long-run aspect,
the authors’ ten years window has been replaced by a five and a twenty-four years
window. The five years window reflects the short-run cycle. For both economies
we observe that they switch between full and zero synchronization, but in France
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the sub-periods of full synchronization are much shorter, while periods of weak
synchronization or even disconcert are longer and more pronounced. This also
shows up in the correlations based on a 24 years window. The respective coeffi-
cients for France are considerably lower than for the UK. For example, over the
most recent 24 years the correlation for France was 0.54 but 0.75 for the UK.

In sum, inspecting the cycles that FSW derive from estimates of the Harvey-
Jaeger model we find that the British cycles are highly synchronized with those of
rest G7 while the French ones leave a lot to be desired in this respect. The result is
qualitatively in line with the respective results from spectral estimates for the two
countries shown in Figure 11 of FSW. There, following the proposal by Croux,
Forni and Reichlin (2001) the authors present dynamic correlation coefficients that
measure the correlation between the “in-phase” components for each country and
the respective rest G7. Again it is to be noted that FSW provide no statistical
information that would permit the reader to gain insight into the properties of the
estimated vector auto regressions that underlie the computed dynamic correlations.
The graphical information presented for each G7 country in Figure 11 is rather
diverse and bilateral in nature. As a result, it is difficult to draw a general conclu-
sion as regards the evolution of business cycle synchronization.

Instead of examining bilateral measures, it would be useful if FSW compute a
multilateral indicator of the cohesion of the national business cycles. This could be
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done for the static as well as the dynamic correlation coefficients. All it needs is to
introduce a weighting schema. For example, Croux, Forni and Reichlin (2001)
have proposed to measure cohesion by computing a weighted average of a bilateral
indicator where the shares of the countries in total G7 output could be used as
weights.
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Chart 5: G7 Growth and Cross Country Variation

As an alternative to weighted averages of the static and the dynamic correlation
coefficients one might examine cross-country standard deviations of cycles. For
example, in Chart 5 the cross-country standard deviation of output growth is
plotted together with the growth rate of joint G7 output. Though the simple differ-
ence filter should be inferior to estimated models, Chart 5 drives home the follow-
ing observation. During the early period of high growth world-wide, 195173, the
cross-country standard deviation of output growth was high but falling; an excep-
tion was the second half of the 1960s. Since the first oil-price shock in late 1973
the cross-country standard deviation of output growth appears to have settled at a
comparatively low level.

The investigation of the cohesion of the business cycles of major economies can
be a fascinating topic of macroeconomic research. FSW have made a first explora-
tory step that complements the literature. It seems we do need to compare several
alternative avenues of measurement and to take recourse to a theory-driven inter-
pretation of the economic history of these economies in order to understand the
changes signalled by the statistical constructs.
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Germany and the European Business Cycle -
An Analysis of Causal Relations in an International
Real Business Cycle Model

By Ferdinand Fichtner*

Abstract

This paper studies the role of the German economy for the existence of the so called
European business cycle, a term referring to the regularly observed synchronization of the
national business cycles in Europe. Using a three-country general equilibrium model, we are
able to simulate impulse response functions mimicking the important features observed in the
data. Focusing on the importance of shocks affecting the German GDP we show that trade-
related transmission from Germany to the other European economies is only of minor impor-
tance for the synchronization of national business cycles. On the contrary, our findings sug-
gest that the influence of common shocks and of technology spillovers accounts for most of
the parallels in economic performance.

Keywords: European business cycle; Transmission; Open economy macroeconomics; Real busi-
ness cycles

JEL classification: E32; F41

1. Introduction

The constitution of the European Monetary Union has brought back to light an
issue, that has been discussed in a global context for a long time — the existence of
common elements in national business cycles.l As, among others, Bayoumi and
Eichengreen (1993) and Tavlas (1993) have noted, monetary integration in case of
insufficient similarities between the participating countries may lead to high costs
of the integration process due to improper coordination between national econom-
ic fluctuations and supranational monetary policy. Whether there exists what might

* The author gratefully acknowledges helpful comments by Jens Clausen, Christiane
Schuppert and Peter Tillmann. Author’s address: Institut fiir Wirtschaftspolitik an der Uni-
versitit zu Ko6ln, Albertus-Magnus-Platz, 50923 Kdln, Germany.
ferdinand.fichtner @uni-koeln.de

1 See e. g. Mitchell (1927, 424 {.) for an early study. For recent empirical documentation
of parallels among international business cycles see, for example, Backus and Kehoe (1992)
or Gregory et al. (1997).
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be called a “European business cycle” therefore plays a crucial role for success or
failure of the union.

While there appears to be a consensus in the literature that the European econo-
mies indeed share some common elements in their aggregate cyclical behavior
(see Artis et al., 1998, or Lumsdaine and Prasad, 2003), opinions diverge concern-
ing the question whether or not this common component gained importance for the
national economies. Most econometric studies however suggest increasing simila-
rities between the national business cycles with on-going European integration.”
Reasons for this phenomenon still remain unrevealed though.

Two major sources of economic synchronization tendencies have been dis-
cussed in a global context: common shocks and the transmission of country spe-
cific shocks. Several authors, including Dellas (1986) and Canova and Marrinan
(1998), have shown that in order to simulate realistic output fluctuations in an
international business cycle model, transmission alone is not sufficient. Instead,
the presence of a common exogenous shock appears to be necessary to quantita-
tively match the data gathered in empirical studies. Other authors (see, among
others, Anderson et al., 1999, or Laxton and Prasad, 2000) however point out the
importance of trade linkages for the synchronization of international business
cycles.

Given the extraordinary economic and political integration of the European
economies one might expect transmission effects to be of predominant importance
for synchronizing the European business cycles. From this point of view, the Ger-
man economy might well have an exposed position in Europe due to its economic
weight and its intense inner-European trade linkages. The presumption, that Ger-
many might have a similar role in Europe as the often cited “locomotive” USA in
the world economy, seems quite plausible; German economic fluctuations thus
were comparatively independent and influenced (in a boom as well as a recession)
the other European economies’ business cycles.

Following the work of Canova and Marrinan (1998), this paper presents a multi-
country general equilibrium model, essentially due to Zimmermann (1997), allow-
ing to quantify the importance of trade interdependencies for transmitting shocks
across countries. Using this model as a tool to simulate output time series of an
artificial world economy, we contribute to the growing literature dealing with the
European business cycle some insights about sources and mechanisms of this phe-
nomenon.

Our findings can be summarized like this: Focusing on the importance of shocks
affecting the German GDP we show that trade-related transmission from Germany
to the other European economies is only of minor importance for the observed

2 See e. g. Artis and Zhang (1997, 1999), or Dueker and Wesche (2001); sceptical: Inklaar
and de Haan (2000).
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synchronization of national business cycles. On the contrary, our findings suggest
that the influence of common shocks and of technology spillovers between the
countries accounts for most of the parallels in economic performance.

The paper is structured as follows. In order to provide a benchmark for the
model and to offer some first insights into the driving forces of synchronization
tendencies, section 2 derives some empirical regularities of the European business
cycle. Section 3 explains the model economy. Section 4 presents the derivation of
steady state equilibria. The methods used to calibrate the model are described in
section 5. Section 6 gives an overview of the computational procedures used to
calculate the simulated time series. In section 7 we present the results of our simu-
lations and compare them with the empirical findings. Section 8 offers some
further interpretation and discusses our results. Section 9 concludes. An appendix
presents the sources of the data.

2. Empirical Regularities of the European Business Cycle

In the following, the influence of Germany’s economic fluctuations on the busi-
ness cycles of its European neighbors shall be analyzed by estimating a multi-
country vector autoregressive model and retrieving impulse response functions for
a shock affecting the German economy.® Such an analysis obviously requires an
operationalization of the term “business cycle”. Following the definition by Lucas
(1977) of the business cycle as “co-movements among different aggregative time
series” and specifically as “movements about trend in gross national product,” the
business cycle will here be represented by fluctuations of output series (GDP)
around their trend. The trend is identified using the HP (1600) filter, thus consider-
ing the long-run growth component to be a smooth but non-deterministic process.*

The study is based on quarterly data taken from the IMF’s International Finan-
cial Statistics covering the sample from 1970:1 to 2001:4. We estimate a VAR on
the log of detrended real GDP of Austria, Germany5 , France, Italy, Japan, UK and
the US. Additionally included are a (highly significant) dummy for the boom
phase in Germany induced by the reunification (1991:1 until 1992:4) and the oil
price growth rate as exogenous variable. According to the usual information criter-
ia the lag length has been set to 1.

3 A similar analysis is carried out by Canova and Marrinan (1998) for interdependencies
between Germany, Japan and the US.

4 Application of the HP filter has been discussed controversially, as it is subject to the
Nelson-Kang (1981) critique to create spurious periodicity in the data. Additionally, there is
no upper bound for the frequencies passing the filter, thus short time variations in the data are
left as part of the cyclical component. See Baxter and King (1999) for a detailed discussion.

5 To avoid a jump in the data an artificial series has been created by writing back all-
German values with West German growth rates from 1992:1 backwards.

4 Supplement 54 - 2003
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Figure 1: Impulse response functions of a 1% shock on German GDP
with 95% confidence bands

The impulse response functions have been simulated using the following Cho-
lesky ordering: US, Germany, UK, France, Italy, Austria and Japan. With the ex-
ception of Japan this ordering follows the economic weight as indicated by the
GDP in 1985 and can — given that bigger countries tend to influence smaller coun-
tries and not vice versa — be regarded as economically quite plausible. The excep-

tion of Japan seems justified in view of its less important economic linkages with
the European countries.

Fig. 1 plots the mean estimate of the impulse response functions to a 1% shock
on German GDP with 95% confidence bands.® Obviously, German output shocks
have significantly large and positive contemporaneous effects on the European
economies, with the reaction in Austria clearly being higher than in the other coun-

tries. As a whole, a positive interdependence between German business cycles and
those of the included European economies can be assumed.

6 Economic dependencies between Germany and Europe shall here be analyzed focusing
on France, Italy and Austria, as their economic relationship to Germany has been relatively
stable over the examined period and data is readily available for these countries.
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To get an impression of changes in the relationship leading to unreliabilities in
the presented results, in a next step VARs will be estimated for different subsam-
ples. The first subsample (“70ies”) covers the period 1970:1-1979:4, the second
subsample (“80ies”) the period 1980:1 ~1991:4,” and the third subsample (“90ies”)
the period 1992:1-2001:4.

The impulse response functions for the subsamples (see fig. 2) reveal some
interesting features of the European economic system. While in the 1970ies and
1990ies positive shocks on the German GDP have positive contemporary impacts
on the other European economies, business cycle interdependencies between Ger-
many and France as well as Italy appear to be negative and relatively weak during
the 1980ies.®

This pattern of German influence on the French and the Italian business cycle
seems rather unusual for an economic integration process that one would expect to
lead to an increase in correlation. Having in mind that economic synchronization
might be the outcome of transmission as well as common exogenous shocks, inter-
pretation is straightforward though: In the 1970ies, economic fluctuations were
influenced by oil price shocks leading to a synchronization of business cycles
worldwide. By contrast, in the 1980ies such symmetric shocks were absent. In-
stead, business cycle fluctuations were rather weak and marked by different eco-
nomic policies: while, e. g., the French socialist government reacted to the emer-
ging recession in the early 1980ies with expansive fiscal policy, a consolidation
policy was implemented in Germany. Already in the early 1990ies, but still as part
of the 80ies subsample, Germany experienced an upswing after its reunification,
that coincided with a recession in the rest of Europe.” During the 1990ies Eur-
opean economic integration finally led to a reenforcement of economic interdepen-
dencies and thus synchronicity.

In contrast, the influence of Germany on the Austrian business cycle has re-
mained qualitatively unchanged over time. For all subsamples we observe a posi-
tive contemporary reaction of the Austrian GDP in response to a shock leading to a
deviation of the German GDP from its trend. While the French and Italian GDP’s
peak response in the 1970ies and 1990ies subsample lag for 1 quarter behind the
German shock (a feature not observed in the full sample analysis), Austria’s peak
response in the 80ies and 90ies arises without delay. While this might be inter-
preted as a sign of the influence of common exogenous shocks on both the German
and the Austrian economy, we by no means can rule out the existence of economic

7 This upper bound is chosen in order to match the break in the data due to the German
reunification.

8 This has been previously noted. See e. g. Seifert (1999) for an analysis of correlation
coefficients in different periods.

9 Application of the HP filter induces additional negative correlation. As a result of the
strong expansion process after the German unification, the cyclical component of German
GDP in the late 1980ies, even though following an upswing, is assessed rather low, while the
other European economies experienced a boom period.

4*
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linkages transmitting Germany’s economic fluctuations to Austria.'® Assuming
that the transmission between highly integrated economies might be rather fast
(having in mind e. g. the capital markets as a transmission channel), the use of
quarterly data could be too coarse to allow a clear distinction between the influ-
ence of common shocks and transmitted asymmetric shocks. On the other hand,
the observed lag between Germany’s and the French and Italian peak response can
not necessarily be interpreted as an indication for the absence of common exogen-
ous shocks and for high importance of transmissive effects. As Mills and Holmes
(1999, 560) note, even if countries experience a common shock, their response
might well be temporarily spread due to differing economic structures or different
ways of dealing with the shock, thus leading to an impulse response function simi-
lar to the one obtained in the case of a transmitted idiosyncratic shock.

Therefore, the possibilities to further investigate the influence of Germany’s
economic fluctuations on the European business cycle on basis of the empirical
findings presented above are quite limited, as a clear distinction between the im-
portance of transmissive effects and common shocks for the synchronization of the
national cycles is not feasible. Our analysis confirms the previously observed
strong correlation between the output fluctuations in Germany and the other econo-
mies especially in the 1970ies and 1990ies. Evidence of reasons for this close con-
nection remains unreliable though. There might be some weak indication of an
increase in transmission between Germany and France as well as Italy in the
1990ies compared to the 1970ies, as the contemporaneous correlation decreased
(thus indicating a diminished influence of common shocks), while the lagged reac-
tion of either country’s GDP increased. A confirmation of the hypothesis that Ger-
man economic fluctuations influence the business cycle of the other European
countries by means of transmission has yet to be given, though.

In the following sections we present an international real business cycle model,
that is capable to simulate the observed regularities of the European business cy-
cle. By modifying the model’s mechanisms and using the empirical findings pre-
sented above as a benchmark, we are able to assess the importance of different
driving forces of the national cycles.

3. The Model

The model employed here to further investigate the influence of German busi-
ness cycles on the economic fluctuations of its European neighbors, corresponds in
its characteristic features to the basic real business cycle models presented in the
seminal papers by Kydland and Prescott (1982) and Long and Plosser (1983).
Apart from rational expectations and cleared markets due to an efficient price me-

10 While it seems plausible to expect the main influence to be directed from Germany to
Austria, an influence from Austria on Germany shall clearly not be precluded.
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chanism, this is in particular the assumption of a pure supply sided stochastic
shock (technology shock) as impulse for economic fluctuations. There is no mone-
tary sector and no governmental influence on the economy. The fundamental ex-
tension of this model compared to the baseline models is the opening of the econo-
my to international goods markets.!! In contrast to the international models decisi-
vely developed by Backus et al. (1992) and Baxter and Crucini (1993), heterogene-
ities among the countries are taken into account by Zimmermann (1997). The
following exposition is chiefly based on his work.

The model’s world economy consists of three countries differing in size and
trade related variables. The countries are populated by a constant'> number of
representative agents maximizing their lifetime utility by consuming or investing
goods and varying their labor supply over time. While goods are freely traded
internationally, labor is internationally immobile.

The representative agent in country i = 1...3 maximizes his expected lifetime
utility E{U;}, which is assumed to be representable by

t
(1) U; = Z%(cm” (=)™, 0<B<,0<p<y<],

where c;, is the agent’s consumption at time ¢, n;, his working time and thus
1 — n;, his leisure, 3 the discount factor, and -y the coefficient of relative risk aver-
sion.

Each country produces one good y;, according to a Cobb-Douglas production
function using capital k;, and labor n,;,.” Production is influenced by a stochastic
technology parameter z;:

(2) Yig = Zig - ki,toni,rl—o , 0<f<l1.

The technology parameter z;, follows a first order vector autoregressive process:

T
(3) 241 = [Ter1 22041 Bas1] =Z+ Az + e,

T . L
where €41 = [€1,41 €2441 €3041] ~N(0,V) is a vector of normally distributed
serially independent technology shocks with mean 0 and variance-covariance ma-
trix V.1

11 International capital markets are not explicitly modeled here. See e. g. Baxter and Cru-
cini (1995) or Cantor and Mark (1988).

12 As the model is used to simulate business cycles rather than growth tendencies we
refrain from growth in population.

13 All variables are in per capita terms of the respective country.

14 Contemporary correlation of the technology shock in the respective countries is thus

taken into account by the matrix V and lagged correlation (e. g. due to technological spil-
lovers) by the matrix A.
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Capital is accumulated according to
(4) ki,t+1 = (1 - 6)](,',, + Xy 0<é<l s

where x;, is gross investment and é the depreciation rate.

Total production of country i, y;,, is used domestically and abroad. Exports from
country i to country j per capita of country j are symbolized by y;;,. Thus, if the
population of country i is given as q;:

(5) QYiy = QYiie + 05Yije + Ykt i#j#k.

Goods are used for consumption c;, and investment x;,, where a limited substi-
tutability between goods of different origin is handled by introducing an Arming-
ton (1969) aggregator G(-) into the household’s problem. This function attaches
different weights w;; to goods of different origin and aggregates them to a single
homogeneous good being consumed or invested:

1
() Cig + Xy = GWijts Viistr Vi) = Wii¥ii * + wjiVjie ™0 + Wiiviis °) 77
with Wi iy Wiy Whii >0, p=> 1.

4. The Steady State

In the steady state the trade balances and all markets are in equilibrium. The
influence of technology shocks is set to zero (g;; = 0). The technology para-
meter’s equilibrium value Z is then Z = (I — A)_'Z.

The producer’s maximization problem is

(7) {I}‘la-ﬁ kn' =0 —wini — (r + 8)k;

where r is the interest rate and w; the wage. The first order conditions are then

0 )m_ z i _ yi oo _ 00y
r+é’

(Sa—d) Vi =770 <—— i , k=26 w; = (1 — 0);_; , X =

Households maximize their utility subject to their budget constraint:

(9) {Ina)is(ci“(l - ni)‘_“)7, s.t.wini +(r+6ki=ci+x .
Cisni
This leads to
1-6)+£ 3.
(10a,b) A = ( );“‘ - and &= L(l - 0)?(1 — 7).
1+ (1 -0 - 59 I-p i
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If pij or pix is the respective price of the foreign good valued in units of the
domestic good (price ratio, bilateral terms of trade), the household’s maximization
over the three goods y;;, y;; and yi; according to the Armington aggregator, com-
plete markets assumed, leads to

_ G/ _wii (vi\""*
(11a) P =5G10y; ~ wii \ni)
0G /Oy ; wki<)’ii)l+l’
11b and pig = —=
(11b) Pik=5G/ay;, ki

The trade balance is defined as value of exports less value of imports (expressed
in prices of country #’s goods). Per capita of country i, it is

Q; [67%
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